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What you need to know about the IUPUI School of Science brand.
Working with new brand guidelines can be challenging; this document will help with a basic understanding.

Why is branding important? Branding creates a unique name and image for IUPUI in the public’s mind, 
mainly through advertising campaigns. This consistent theme attracts and inspires instant recognition and 
loyalty from our alumni, students, faculty, staff and community.

When do we follow branding guidelines? We must follow a consistent brand in all materials that the 
public sees, including the website, brochures, letter, invitations, department signage, flyers and research 
posters.

What brand guidelines do I need to be aware of? This document will walk you through uses of the 
trident, lockups, official signatures, fonts and colors.

Lockups
These lockups allow for a broad range of use while creating 
consistency. Approved lockups are positioned both 
horizontally and vertically. They cannot be altered. Each 
department has a lockup that can be found on the Intranet 
and downloaded. Old logos =29?6. no longer be used. 

Colors and fonts
PRIMARY COLORS
For marketing purposes, our primary colors are crimson and 
black (since we are a Purdue school). Crimson and black are 
the visual anchors and should be dominant in all marketing 
materials.

SECONDARY COLORS
The secondary color palette is designed to provide creative 
flexibility. Limestone, gold, mint, midnight, and majestic 
all have corresponding tints and shades we can use 
occasionally.  The entire color palette can be downloaded 
from the brand website. You can also find the PMS, CMYK 
and HEX values there.

Crimson

Light Crimson

Dark Crimson

Limestone

Gold

Mint

Midnight

Majestic

Mahogany

Black

Lockups and backgrounds
Primary lock-up (crimson tab with white text) 
     Use on darker backgrounds & images 
     Should be used in most circumstances

Reverse tab lock-up (white) 
     Should only be used on a black or crimson backgrounds

Reverse tab lock-up (black) 
     Should only be used on white backgrounds Photos

Photos should be current, use real people, be natural and 
spontaneous, be clutter free and be single subject focused 
as much as possible. 

Email signature
Create your custom 
IUPUI email signature 
on the brand website 
and copy and save it to 
Outlook in Preferences 
under Signatures.

Our formal identity
The IU brand includes the traditional campus signatures 
that have identified Indiana University and its campuses for 
years. Although the lockups do not include the reference 
to “Indiana University-Purdue University Indianapolis” as of 
July 1, the official signatures do.

These official signatures should be used only on formal 
items, such as stationery, official documents like business 
cards, and any ceremonial materials. They can be 
downloaded from the brand website.

Resources
Branding details, lockups, signatures, color downloads, font downloads, and even design templates can be found at 
brand.iu.edu.  Department lockups can also be found at science.iupui.edu/intranet. If you have any questions, don’t 
hesitate to contact Lauren Kay, Executive Director of Marketing & Media Relations at laurenk@iupui.edu.

FONTS
Fonts add visual strength to our brand identity. Official fonts 
can be downloaded on the brand website. Use Benton Sans, 
Georgia Pro, or Salvo Serif.
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Fourier Series

Consider the equation of heat distribution in a metal rod of length π:

ut(θ, t) = kuθθ(θ, t)

uθ(0, t) = uθ(π, t) = 0

u(θ, 0) = f (θ).

When f (θ) = cos(nθ), n ∈ N, it can be easily checked that

u(θ, t) = cos(nθ)e−n2kt .

In 1807 Fourier realized that if

f (θ) =
a0

2
+
∞∑
n=1

an cos(nθ), an :=
1

π

∫ π

−π
f (θ) cos(nθ)dθ,

where f (−θ) = f (θ), then the solution of the heat equation is given by

u(θ, t) =
a0

2
+
∞∑
n=1

an cos(nθ)e−n2kt .

If the Neumann condition uθ(0, t) = uθ(π, t) = 0 is replaced with the Dirichlet

condition u(0, t) = u(π, t) = 0, then we must take odd extension of f (θ) and

consider the series in sines. Fourier considered only series that were convergent.
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Fourier Series

Given an integrable function f (θ) on [−π, π], one can identify it with the series

a0

2
+
∞∑
n=1

(an cos(nθ) + bn sin(nθ)) ,

where an := 1
π

∫ π
−π f (θ) cos(nθ)dθ and bn := 1

π

∫ π
−π f (θ) sin(nθ)dθ. A natural

question arises: when does this series converge to f (θ) and in which sense?

Riesz-Fischer Theorem: If f ∈ L2, then ‖f − SN‖2 → 0 as N →∞.

Jackson’s Theorem: If f is α-Hölder continuous, |f (θ)− SN(θ)| ≤ C
logN

Nα
.

Carleson’s Theorem: If f ∈ L2, then SN(θ) converges to f (θ) a.e.

Observe that {sin(nθ), cos(nθ)} is an orthogonal system on [−π, π].
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Chebyshëv Polynomials

First kind degree n Chebyshëv polynomial Tn(x) is a solution of

(1− x2)y ′′ − xy ′ + n2y = 0.

It has a famous explicit expression

Tn(x) = cos(n arccos x), x ∈ [−1, 1].

Moreover, it turns out to be an orthogonal polynomial:∫ 1

−1

xkTn(x)
dx√

1− x2
= 0, k = 0, n − 1.

From the explicit expression it follows that

Tn(cos θ) = cos(nθ), θ ∈ [−π, π].

Hence, to a function f (x) on [−1, 1] we can associate

f (x) = f (cos θ) ∼ a0

2
+
∞∑
n=1

an cos(nθ) =
a0

2
+
∞∑
n=1

anTn(x),

where

an =
1

π

∫ π

−π
f (cos θ) cos(nθ)dθ =

2

π

∫ 1

−1

f (x)Tn(x)
dx√

1− x2
.
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Jacobi Polynomials

Orthonormal Jacobi polynomials
{
p

(α,β)
n (x)

}
, α, β > −1, are defined by∫ 1

−1

p(α,β)
n (x)p(α,β)

m (x)w (α,β)(x)dx = δmn, w (α,β)(x) := (1 + x)α(1− x)β .

To every function f (x) on [−1, 1], one can associate a series

f (x) ∼
∞∑
n=0

cnp
(α,β)
n (x), cn :=

∫ 1

−1

f (x)p(α,β)
n (x)w (α,β)(x)dx .

Theorem (Szegő)

If |f (x)| is integrable w.r.t. w (α,β)(x) and w (α/2−1/4,β/2−1/4)(x), then

lim
N→∞

(
S

(α,β)
N (x)− w (−α/2−1/4,−β/2−1/4)(x)SN(x)

)
= 0

uniformly on compact subsets of (−1, 1), where S
(α,β)
N (x) is the N-th

Jacobi partial sum and SN(cos θ) is the N-th Fourier partial sum of

w (α/2+1/4,β/2+1/4)(cos θ)f (cos θ).



Orthogonal Polynomials

Let µ be a Borel measure with bounded infinite support on the real line.

Orthonormal polynomials {pn(x)} are defined by∫
pn(x)pm(x)dµ(x) = δnm.

Theorem (Freud 1953 + Mastroianni & Totik 2000)

If the measure µ is absolutely continuous and doubling on some interval

[a, b] (µ(2I ) ≤ cµ(I ), where 2I ⊆ [a, b] is the interval with the same

center and twice the length of an interval I ) and f (x) is Hölder contin-

uous with index greater than 1/2, then

N−1∑
n=0

cn(f )pn(x) ⇒ f on [a, b], cn(f ) :=

∫
f (x)pn(x)dµ(x).



Euclidean Algorithm

Let p/q ∈ Q. The Euclidean Algorithm is used to find the gcd of p and q:

p = a0q + r0

q = a1r0 + r1

r0 = a2r1 + r2

· · ·

rn−2 = anrn−1.

However, it also has the following consequence:

p

q
= a0 +

r0

q
= a0 +

1

a1 +
r1

r0

= a0 +
1

a1 +
1

a2 +
r2

r1

= a0 +
1

a1 +
1

· · ·+
1

an

= a0 + Φn
k=1

1

ak
.
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Continued Fractions

Let now x ∈ R. Then

x = [x ] +
1

1/{x} = [x ] +
1

[1/{x}] +
1

1/{1/{x}}

= · · ·

=: a0(x) + Φ∞k=1

1

ak(x)
,

where ak(x) ∈ Z ∪ {∞}, which is called a continued fraction representation of

x . Set

xn := a0(x) + Φn
k=1

1

ak(x)
=

qn
pn
∈ Q

to be the n-th convergent of the continued fraction.



Continued Fractions

Fact

Continued fraction

a0(x) + Φ∞k=1

1

ak(x)

is finite if and only if x ∈ Q. Moreover, if x ∈ R \Q, then

1

pn(pn + pn+1)
≤
∣∣∣∣x − qn

pn

∣∣∣∣ ≤ 1

pnpn+1
,

where qn/pn is the n-th convergent. Furthermore,∣∣∣∣x − q

p

∣∣∣∣ < 1

2p2
⇒ q

p
=

qm
pm
.



Continued Fraction of a Series

Start with a formal power series at infinity

f (z) =
∞∑
k=1

fkz
−k

such that the Hankel determinants of the coefficients {fk} are non-zero. Then

f (z) = Φ∞k=1

bk

z − ak

for some well-defined constants {ak , bk}. Denote [n/n]f the n-th convergent:

[n/n]f (z) := Φn
k=1

bk

z − ak
.

Then it is known that

(f − [n/n]f ) (z) = O
(
z−2n−1

)
and the above relation uniquely determines [n/n]f . Moreover,

(Pnf − Qn) (z) = O
(
z−n−1

)
, [n/n]f =: Qn/Pn.



Padé Approximants

Let f be a formal power series at infinity and polynomials Qn,Pn be defined by

(Pnf − Qn)(z) = O
(
z−n−1

)
,

deg(Qn), deg(Pn) ≤ n. Such a pair of polynomials may not be unique, but their

ratio always is. Thus, we normalize Pn to be monic and set

Qn/Pn =: [n/n]f

and call it the diagonal Padé approximant for f of order n.

Moreover, if the power series for f is convergent and Γ encircles infinity within

the disk of convergence, then

0 =

∮
Γ

zk(Pnf − Qn)(z)dz =

∮
Γ

zkPn(z)f (z)dz

for k = 0, n − 1 and z belonging to the exterior of Γ. Thus,

f (z) =

∫
dµ(x)

z − x
⇒ 0 =

∫
xkPn(x)dµ(x).
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Three-term Recurrence Relations

Let µ be a probability measure with bounded infinite support on the real line

and Pn(x) be the monic orthogonal polynomial of degree n, i.e.,∫
Pn(x)xkdµ(x) = 0, k = 0, n − 1.

These polynomials satisfy the three-term recurrence relations:

xPn(x) = Pn+1(x) + bnPn(x) + an−1Pn−1(x)

with P−1 := 0, P0 = 1, and an > 0. These relations can be symmetrized:

xpn(x) = cnpn+1(x) + bnpn(x) + cn−1pn−1(x), cn :=
√
an,

where pn(x) is the n-th orthonormal polynomial. It holds that

cn ≤ |∆|/2 and |bn| ≤ sup
x∈∆
|x |,

where ∆ is the convex hull of the support of µ.



Jacobi Matrices

The Jacobi matrix J , defined by

J :=


b0 c0 0 . . .

c0 b1 c1 . . .

0 c1 b2 . . .

. . . . . . . . . . . .

 ,
is symmetric in `2(Z+). Since the sequences {an} and {bn} are both bounded,

the operator J is bounded and self-adjoint. If p := (p0, p1, . . .), then

J p = xp and (J − z)r = e0,

where r := (r0, r1, . . .) and

rn(z) =

∫
pn(x)

x − z
dµ(x) =

∫ (x
z

)n pn(x)

x − z
dµ(x).

Since r ∈ `2(Z+) for all z large,

r = (J − z)−1e0, z 6∈ σ(J ).

Therefore, µ is the spectral measure for J as〈
(J − z)−1e0, e0

〉
=

∫
dµ(x)

x − z
.

In this cycle we could have started with a bounded Jacobi operator.



Criterion for Transcendence

In 1873 Hermite proved that e is transcendental.

Criterion

α is transcendental if for any m ∈ N and any ε > 0 there exist m + 1

linearly independent vectors of integers (pj , qj1, . . . , qjm), j = 0,m, such

that ∣∣∣pjαk − qjk

∣∣∣ ≤ ε, k = 1,m.

If α is algebraic, then for some m ∈ N there exist ak ∈ Z, k = 0,m, such that
m∑

k=0

akα
k = 0.

Hence,
m∑

k=1

ak(pjα
k − qjk) + a0pj +

m∑
k=1

akqjk = 0.

Then for some 0 ≤ j0 ≤ m, it holds that

1 ≤

∣∣∣∣∣
m∑

k=1

ak(pj0α
k − qj0k)

∣∣∣∣∣ ≤ ε
m∑

k=1

|ak |.



Hermite-Padé Approximants

Set N := n0 + · · ·+ nm, where n0, n1, . . . , nm are non-negative integers. Let

F1(z), . . . ,Fm(z) be functions holomorphic at the origin. Consider

P(z)Fk(z)− Qk(z) = O
(
zN+1

)
,

where deg(P) ≤ N − n0 and deg(Qk) ≤ N − nk .

Such polynomials exist (their coefficients are obtained from a linear system

which is always solvable), but are not necessarily unique. The m-tuple

Q1/P, . . . ,Qm/P is called an Hermite-Padé approximant of type II.



Hermite’s Genius

Theorem

The m-tuple of Hermite-Padé approximants to the system ez , . . . , emz is

unique and is given up to the normalization by the formulae

P(z) = DN [f ](0) +DN−1[f ](0)z + · · ·+Dn0 [f ](0)zN−n0 ,

Qk(z) = DN [f ](k) +DN−1[f ](k)z + · · ·+Dnk [f ](k)zN−nk ,

where f (s) = sn0 (s − 1)n1 · · · (s −m)nm and D is the diff. operator.

Theorem

For any m, n ∈ N, let Pj ,Qj1, . . . ,Qjm, j = 0,m, be the m-tuples

of the HP approximants to ez , . . . , emz associated with the indices

(n, n, . . . , n)− ~ej . Set

pj := Pj(1)/(n − 1)! and qjk := Qjk(1)/(n − 1)!.

Then these numbers are integers, form m+1 linearly independent vectors,

and satisfy |pjek − qjk | ≤ cn/(n − 1)! for some constant c.
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Multiple Orthogonal Polynomials

Let f1(z), f2(z) be functions holomorphic at infinity and ~n = (n1, n2) ∈ Z2
+.

Type II Hermite-Padé approximant for f1, f2 at infinity corresponding to ~n is

defined as a pair of rational functions Q~n,1(z)/P~n(z) and Q~n,2(z)/P~n(z), where

(P~nfi − Q~n,i ) (z) = O
(
z−ni−1

)
, i = 1, 2,

and degP~n ≤ |~n| := n1 + n2. If functions fi (z) are Markov functions

fi (z) =

∫
dµi (x)

z − x
,

where each µi is a probability measure with bounded infinite support on the

real line, then ∫
xkP~n(x)dµi (x) = 0, k = 0, ni − 1.

The multi-index ~n is called normal if degP~n = |~n|. In this case we normalize

P~n(x) to be monic. The pair (µ1, µ2) is called perfect if all the multi-indices are

normal.



Lattice Recurrence Relations

Let ~e1 = (1, 0) and ~e2 = (0, 1). If (µ1, µ2) is perfect, then

xP~n(x) = P~n+~e1 (x) + b~n,1P~n(x) + a~n,1P~n−~e1 (x) + a~n,2P~n−~e2 (x)

xP~n(x) = P~n+~e2 (x) + b~n,2P~n(x) + a~n,1P~n−~e1 (x) + a~n,2P~n−~e2 (x)

for some coefficients b~n,1, b~n,2, a~n,1, a~n,2. These coefficients satisfy consistency

conditions

b~n+~e1,2 − b~n+~e2,1 = b~n,2 − b~n,1,

2∑
k=1

a~n+~ej ,k −
2∑

k=1

a~n+~ei ,k = b~n+~ej ,ib~n,j − b~n+~ei ,jb~n,i ,

a~n,i (b~n,j − b~n,i ) = a~n+~ej ,i (b~n−~ei ,j − b~n−~ei ,i ).



Homogeneous Rooted Tree

Let T be the rooted tree of all possible increasing paths on N2 starting at (1, 1).

(1, 1) ∼ O = Y(p)

(2, 1) ∼ O(ch),1 (1, 2) ∼ Y = O(ch),2

(3, 1) (2, 2) (2, 2) ∼ Y(ch),1 (1, 3) ∼ Y(ch),2

We denote the set of all vertices of T by V. We let

` : V → {1, 2}, Y 7→ `Y such that Π(Y ) = Π(Y(p)) + ~e`Y ,

where Π is the natural projection of V onto N2.



Jacobi Operator on T

Let ~κ ∈ R2, κ1 + κ2 = 1. Define two interaction functions A,B : V → R by

AO := 1, BO := κ1b(0,1),1 + κ2b(1,0),2, Y = O,

AY := aΠ(Y(p)),`Y , BY := bΠ(Y(p)),`Y , Y 6= O.

Assume now that

0 < a~n,j for all ~n ∈ Z2
+ such that nj > 0,

sup a~n,j <∞ , sup |b~n,j | <∞.

Then, for any function f ∈ `2(V), the action of the operator J~κ can be written

in the following form

(J~κf )O := (Bf )O + (A1/2f )O(ch),1
+ (A1/2f )O(ch),2

, Y = O,

(J~κf )Y := A
1/2
Y fY(p)

+ (Bf )Y + (A1/2f )Y(ch),1
+ (A1/2f )Y(ch),2

, Y 6= O.

J~κ is a bounded and self-adjoint operator on `2(V).



Angelesco Systems

The measures (µ1, µ2) form an Angelesco system if the convex hulls of their

supports, ∆1 and ∆2, are disjoint. We assume that ∆1 < ∆2.

Theorem (Aptekarev & Denisov & Ya.)

If (µ1, µ2) is an Angelesco system, then it is perfect and 0 < a~n,j for

all ~n ∈ Z2
+ with nj > 0 while sup a~n,j < ∞, sup |b~n,j | < ∞. Moreover,

b~n,1 < b~n,2, ~n ∈ Z2
+.



AS: Asymptotics of the Recurrence Coefficients

Assume now that supp(µi ) = ∆i = [αi , βi ] and let Nc ⊂ Z2
+ be a such that

n1

n1 + n2
→ c ∈ [0, 1] and therefore

n2

n1 + n2
→ 1− c.

There is a function ζ : [0, 1]→ [α1, β2], which comes from a certain energy

minimization problem, that continuously increases from α1 to β2. Put

∆c,1 := ∆1 ∩ [α1, ζ(c)] and ∆c,2 := ∆2 ∩ [ζ(c) ∩ β2].

Define Rc to be the following Riemann surface:

α1 β1 ζ(c) β2

R
(0)
c

R
(1)
c

R
(2)
c



AS: Asymptotics of the Recurrence Coefficients

Theorem (Aptekarev & Denisov & Ya.)

For each c ∈ (0, 1), let Rc be as before and χc : Rc → C be a conformal

map such that

χc

(
z (0)
)

= z +O
(
z−1
)

as z →∞.

Define constants Ac,1,Ac,2,Bc,1,Bc,2 by

χc

(
z (i)
)

= Bc,i + Ac,iz
−1 +O

(
z−2
)

as z →∞.

Assume that µ′i (x) is analytic and non-vanishing on ∆i . Then it holds

that

lim
Nc

a~n,i = Ac,i and lim
Nc

b~n,i = Bc,i .

The constants Ac,i and Bc,i are continuous functions of the parameter

c and have well defined limits as c → 0 and c → 1.



Quasi AS: Essential Spectrum

Theorem (Aptekarev & Denisov & Ya.)

Let constants Ac,1,Ac,2,Bc,1,Bc,2 be as above (coming from some in-

tervals ∆1 < ∆2). Further, let J~κ be a Jacobi operator constructed as

before for some constants {a~n,1, a~n,2, b~n,1, b~n,2}~n∈Z2
+

. If

lim
Nc

a~n,i = Ac,i and lim
Nc

b~n,i = Bc,i

for any Nc and c ∈ [0, 1], then σess(J~κ) = ∆1 ∪∆2.



AS: Spectral Theorem

Theorem (Denisov & Ya.)

Let J~κ be a Jacobi operator constructed as before for the recurrence

coefficients {a~n,1, a~n,2, b~n,1, b~n,2}~n∈Z2
+

coming from an Angelesco system.

Then `2(V) can be decomposed as an infinite orthogonal sum of cyclic

subspaces of J~κ whose spectral measures admit a semi-explicit expres-

sions. In particular, it holds that

σ(J~κ) ⊆ ∆1 ∪∆2 ∪ E~κ,

where E~κ is either a single real point or is empty. If suppµi = ∆i ,

i ∈ {1, 2}, then inclusion becomes equality. If dµi (x) = µ′i (x)dx and

(µ′i )
−1 ∈ L∞(∆i ), i ∈ {1, 2}, then the spectrum of J~ek is purely abso-

lutely continuous.


