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#### Abstract

Let $\mu_{1}$ and $\mu_{2}$ be two, in general complex-valued, Borel measures on the real line such that supp $\mu_{1}=\left[\alpha_{1}, \beta_{1}\right]<\operatorname{supp} \mu_{2}=\left[\alpha_{2}, \beta_{2}\right]$ and $d \mu_{i}(x)=-\rho_{i}(x) d x / 2 \pi \mathrm{i}$, where $\rho_{i}(x)$ is a restriction to $\left[\alpha_{i}, \beta_{i}\right]$ of a function non-vanishing and holomorphic in some neighborhood of $\left[\alpha_{i}, \beta_{i}\right]$. Strong asymptotics of multiple orthogonal polynomials is considered as their multi-indices $\left(n_{1}, n_{2}\right)$ tend to infinity in both coordinates. The main goal of this work is to show that the error terms in the asymptotic formulae are uniform with respect to $\min \left\{n_{1}, n_{2}\right\}$.


## 1. Main Results

1.1. Multiple Orthogonal Polynomials. Let $\mu_{1}$ and $\mu_{2}$ be two, in general complex-valued, Borel measures on the real line and $\vec{n}=\left(n_{1}, n_{2}\right)$ be a multi-index, where $n_{1}, n_{2}$ are nonnegative integers. A non-identically zero polynomial $P_{\vec{n}}(x)$ of degree at most $|\vec{n}|:=n_{1}+n_{2}$ is called a type II multiple orthogonal polynomial with respect to a system of measures $\left(\mu_{1}, \mu_{2}\right)$ if it satisfies

$$
\begin{equation*}
\int P_{\vec{n}}(x) x^{l} d \mu_{i}(x)=0, \quad l \in\left\{0, \ldots, n_{i}-1\right\}, \quad i \in\{1,2\} . \tag{1}
\end{equation*}
$$

In what follows, we take $P_{\vec{n}}(x)$ to be the monic polynomial of minimal degree satisfying (1), which makes it unique. Type I multiple orthogonal polynomials are not identically zero polynomial coefficients of the linear form

$$
\left\{\begin{array}{l}
Q_{\vec{n}}(x):=A_{\vec{n}}^{(1)}(x) d \mu_{1}(x)+A_{\vec{n}}^{(2)}(x) d \mu_{2}(x), \quad \operatorname{deg} A_{\vec{n}}^{(i)}<n_{i},  \tag{2}\\
\int x^{l} Q_{\vec{n}}(x)=0, \quad l<|\vec{n}|-1, \quad A_{(0,1)}^{(1)}=A_{(1,0)}^{(2)} \equiv 0 .
\end{array}\right.
$$

It is known [16, Section 23.1] that when $\operatorname{deg} P_{\vec{n}}=|\vec{n}|$, in which case the multi-index $\vec{n}$ is called normal, the linear form $Q_{\vec{n}}(x)$ is defined uniquely up to multiplication by a constant. In this case, it is customary to normalize it by requiring

$$
\begin{equation*}
\int x^{|\vec{n}|-1} Q_{\vec{n}}(x)=1 \tag{3}
\end{equation*}
$$

The polynomials $A_{\vec{n}}^{(i)}(x)$ are no longer monic and their leading coefficients, which we denote by $1 / h_{\vec{n}-\vec{e}_{i}, i}$, are closely related to the type II polynomials $P_{\vec{n}}(x)$. Indeed, it holds

[^0]that
\[

$$
\begin{align*}
h_{\vec{n}-\vec{e}_{i}, i} & =h_{\vec{n}-\vec{e}_{i}, i} \int x^{|\vec{n}|-1} Q_{\vec{n}}(x)=h_{\vec{n}-\vec{e}_{i}, i} \int P_{\vec{n}-\vec{e}_{i}}(x) Q_{\vec{n}}(x) \\
& =h_{\vec{n}-\vec{e}_{i}, i} \int P_{\vec{n}-\vec{e}_{i}}(x) A_{\vec{n}}^{(i)}(x) d \mu_{i}(x)=\int P_{\vec{n}-\vec{e}_{i}}(x) x^{n_{i}-1} d \mu_{i}(x) \tag{4}
\end{align*}
$$
\]

as follows from (1)-(3). It is known [16, Theorem 23.1.11] that if indices $\vec{n}$ and $\vec{n}+\vec{e}_{i}$, where $\vec{e}_{1}=(1,0)$ and $\vec{e}_{2}=(0,1)$, are normal, multiple orthogonal polynomials satisfy nearest-neighbor recurrence relations of the form

$$
\left\{\begin{array}{l}
x P_{\vec{n}}(x)=P_{\vec{n}+\vec{e}_{i}}(x)+b_{\vec{n}, i} P_{\vec{n}}(x)+a_{\vec{n}, 1} P_{\vec{n}-\vec{e}_{1}}(x)+a_{\vec{n}, 2} P_{\vec{n}-\vec{e}_{2}}(x)  \tag{5}\\
x Q_{\vec{n}}(x)=Q_{\vec{n}-\vec{e}_{i}}(x)+b_{\vec{n}-\vec{e}_{i}, i} Q_{\vec{n}}(x)+a_{\vec{n}, 1} Q_{\vec{n}+\vec{e}_{1}}(x)+a_{\vec{n}, 2} Q_{\vec{n}+\vec{e}_{2}}(x)
\end{array}\right.
$$

All these definitions can be formulated for a collection of more than two measures, however, we shall not pursue such an extension here.
1.2. Angelesco Systems. Assume that each measure $\mu_{i}$ is compactly supported and let $\Delta_{i}$ be the smallest closed interval containing the support of $\mu_{i}$. If $\Delta_{1} \cap \Delta_{2}=\varnothing$, then the pair $\left(\mu_{1}, \mu_{2}\right)$ is said to form an Angelesco system. Angelesco himself considered the case of non-negative measures and had shown that such systems are always perfect (all multi-indices are normal) [1]. In what follows, we are only interested in the case where

$$
\begin{equation*}
\operatorname{supp} \mu_{i}=\Delta_{i}=:\left[\alpha_{i}, \beta_{i}\right] \quad \text { and } \quad d \mu_{i}(x)=-\rho_{i}(x) \frac{d x}{2 \pi \mathrm{i}} \tag{6}
\end{equation*}
$$

i.e., each $\mu_{i}$ is supported by an interval and is absolutely continuous with respect to the Lebesgue measure. We allow densities $\rho_{i}(x)$ to be complex-valued ${ }^{1}$ and assume for definiteness that $\beta_{1}<\alpha_{2}$.

When each $\rho_{i}(x)$ is positive almost everywhere on the corresponding interval $\Delta_{i}$, the zero distribution of the polynomials $P_{\vec{n}}(x)$ and their $|\vec{n}|$-th root (i.e., weak) asymptotic behavior were studied in [15] along subsequences of indices that satisfy

$$
\begin{equation*}
\lim _{|\vec{n}| \rightarrow \infty} n_{1} /|\vec{n}| \quad \text { exists and belongs to } \quad(0,1) \tag{7}
\end{equation*}
$$

Strong asymptotics of these polynomials along the diagonal sequence $n_{1}=n_{2}$ when the functions $\rho_{i}(x)$ are integrable with integrable logarithms (Szegó class) was obtained in [2], see also [18, 20]. When each function $\rho_{i}(x)$ is the product of a restriction to $\Delta_{i}$ of a non-vanishing holomorphic function and a Fisher-Hartwig weight, the strong asymptotics of type II polynomials along subsequences satisfying (7) was derived in [22]. Asymptotics of type I polynomials as well as of the recurrence coefficients was later deduced in [3], but just for weights that are restrictions of holomorphic functions only. Moreover, assuming more stringently that each density $\rho_{i}(x)$ is a restriction of a holomorphic function and is positive on $\Delta_{i}$ while relaxing the second condition in (7) to

$$
\begin{equation*}
\varepsilon_{\vec{n}}:=1 / \min \left\{n_{1}, n_{2}\right\} \rightarrow 0 \quad \text { as } \quad|\vec{n}| \rightarrow \infty, \tag{8}
\end{equation*}
$$

strong asymptotics of the polynomials of both types and the asymptotics of their recurrence coefficients was derived in [4]. The goal of this work is to show that the error rates obtained in [4] can be made uniform in $\vec{n}$; that is, the asymptotic formulae can be derived solely under condition (8), no assumption on the existence of the limit in (7) is needed. We shall assume that the densities $\rho_{i}(x)$ are restrictions of analytic, non-vanishing, and in

[^1]general complex-valued functions. Analyticity assumption can be relaxed, but this will be addressed in a subsequent publication.
1.3. Riemann Surfaces. The functions describing strong asymptotics of multiple orthogonal polynomials naturally live on a sequences of Riemann surfaces. To describe these surfaces, we need to start with the already mentioned work by Gonchar and Rakhmanov [15]. There, assuming (6) and that each $-\rho_{i}(x) / 2 \pi \mathrm{i}$ is almost everywhere positive function on $\Delta_{i}$, it was shown that if a subsequence of multi-indices satisfies (7) and $c$ is the limit, then the normalized counting measures of zeros of $P_{\vec{n}}(x)$ converge weak* to a certain measure $\omega_{c}$ and
$$
|\vec{n}|^{-1} \log \left|P_{\vec{n}}(z)\right|=-(1+o(1)) V^{\omega_{c}}(z)
$$
locally uniformly in $\overline{\mathbb{C}} \backslash\left(\Delta_{1} \cup \Delta_{2}\right)$ along this subsequence of multi-indices, where $V^{\omega}(z):=$ $-\int \log |z-x| d \omega(x)$ is the logarithmic potential of a measure $\omega$ and $\omega_{c}:=\omega_{c, 1}+\omega_{c, 2}$ with $\omega_{c, 1}, \omega_{c, 2}$ being the unique pair of measures such that $\left|\omega_{c, 1}\right|=c,\left|\omega_{c, 2}\right|=1-c$ (here, $|\omega|$ is the total mass $\omega$ ), $\operatorname{supp} \omega_{c, i} \subseteq \Delta_{i}$, and
\[

$$
\begin{cases}\ell_{c, i}-V^{\omega_{c}+\omega_{c, i}}(x) \equiv 0, & x \in \operatorname{supp} \omega_{c, i} \\ \ell_{c, i}-V^{\omega_{c}+\omega_{c, i}}(x)<0, & x \in \Delta_{i} \backslash \operatorname{supp} \omega_{c, i}\end{cases}
$$
\]

$i \in\{1,2\}$, for some constants $\ell_{c, 1}, \ell_{c, 2}$ (the measures $\omega_{c, 1}, \omega_{c, 2}$ can also be defined through a certain vector energy minimization problem).

What is of main importance to us from the above results are the supports of the vector equilibrium measures $\omega_{c, 1}$ and $\omega_{c, 2}$. It was explained in [15] that

$$
\begin{equation*}
\Delta_{c, i}:=\operatorname{supp} \omega_{c, i}=\left[\alpha_{c, i}, \beta_{c, i}\right] \subseteq \Delta_{i}=\left[\alpha_{i}, \beta_{i}\right] \tag{9}
\end{equation*}
$$

$i \in\{1,2\}$, where $\alpha_{c, 1}:=\alpha_{1}$ and $\beta_{c, 2}:=\beta_{2}$ for any $c \in(0,1)$. However, it is possible that $\beta_{c, 1}<\beta_{1}$ and $\alpha_{c, 2}>\alpha_{2}$ (this is so-called pushing effect). In fact, it is known [4, Propositions 4.1-2] that there exist $0<c^{*}<c^{* *}<1$ such that

$$
\left\{\begin{array} { l l } 
{ \beta _ { c , 1 } < \beta _ { 1 } , } & { c < c ^ { * } , }  \tag{10}\\
{ \beta _ { c , 1 } = \beta _ { 1 } , } & { c \geqslant c ^ { * } , }
\end{array} \quad \text { and } \quad \left\{\begin{array}{ll}
\alpha_{c, 2}=\alpha_{2}, & c \leqslant c^{* *} \\
\alpha_{c, 2}>\alpha_{2}, & c>c^{* *}
\end{array}\right.\right.
$$

Moreover, $\beta_{c, 1}$ is a continuous strictly increasing function of $c$ on $\left[0, c^{*}\right]$ with $\beta_{0,1}:=\alpha_{1}$ while $\alpha_{c, 2}$ is a continuous strictly increasing function of $c$ on $\left[c^{* *}, 1\right]$ with $\alpha_{1,2}:=\beta_{2}$. It is also known that the constants $\ell_{c, 1}$ and $\ell_{c, 2}$ are continuous functions of $c$ and so are the measures $\omega_{c, 1}$ and $\omega_{c, 2}$ in the sense of weak* convergence of measures.


Figure 1. Realization of the surface $\boldsymbol{\varsigma}_{c}$.

Given $c \in(0,1)$, let $\boldsymbol{\Im}_{c}$ be a 3-sheeted Riemann surface realized as follows. Define

$$
\Delta_{c}:=\Delta_{c, 1} \cup \Delta_{c, 2}, \quad E_{c}:=E_{c, 1} \cup E_{c, 2}, \quad \text { where } \quad E_{c, i}:=\left\{\alpha_{c, i}, \beta_{c, i}\right\}
$$

Denote by $\boldsymbol{\Xi}_{c}^{(0)}, \boldsymbol{\Im}_{c}^{(1)}$, and $\boldsymbol{\Im}_{c}^{(2)}$, three copies of $\overline{\mathbb{C}}$ cut along $\Delta_{c}, \Delta_{c, 1}$, and $\Delta_{c, 2}$, respectively. These copies are then glued to each other crosswise along the corresponding cuts, see Figure 1. It can be easily seen from the Riemann-Hurwitz formula that $\boldsymbol{\Theta}_{c}$ has genus 0 . We denote by $\pi$ the natural projection from $\Theta_{c}$ to $\overline{\mathbb{C}}$ and employ the notation $z$ for a generic point on $\boldsymbol{\Im}_{c}$ with $\pi(\boldsymbol{z})=z$. We let $\boldsymbol{\alpha}_{1}=\boldsymbol{\alpha}_{c, 1}, \boldsymbol{\beta}_{c, 1}, \boldsymbol{\alpha}_{c, 2}, \boldsymbol{\beta}_{2}=\boldsymbol{\beta}_{c, 2}$ to stand for the ramification points of $\boldsymbol{\Im}_{c}$ with natural projections $\alpha_{1}, \beta_{c, 1}, \alpha_{c, 2}, \beta_{2}$, respectively. We set

$$
\begin{cases}\boldsymbol{E}_{c}:=\boldsymbol{E}_{c, 1} \cup \boldsymbol{E}_{c, 2}, & \boldsymbol{E}_{c, i}=\left\{\boldsymbol{\alpha}_{c, i}, \boldsymbol{\beta}_{c, i}\right\}, \\ \boldsymbol{\Delta}_{c}:=\boldsymbol{\Delta}_{c, 1} \cup \boldsymbol{\Delta}_{c, 2}, & \boldsymbol{\Delta}_{c, i}:=\boldsymbol{\Xi}_{c}^{(0)} \cap \boldsymbol{\Im}_{c}^{(i)}=\partial \boldsymbol{\Xi}_{c}^{(i)}\end{cases}
$$

Notice that $\boldsymbol{\Delta}_{c, i} \backslash \boldsymbol{E}_{c, i}$ is a two-to-one cover of $\Delta_{c, i}^{\circ}:=\left(\alpha_{c, i}, \beta_{c, i}\right)$.
We call a linear combination $\sum m_{i} z_{i}, m_{i} \in \mathbb{Z}$, a divisor. Its degree is defined as $\sum m_{i}$. We say that $\sum m_{i} z_{i}$ is a zero/pole divisor of a meromorphic function if this function has a zero at $z_{i}$ of multiplicity $m_{i}$ when $m_{i}>0$, a pole at $z_{i}$ of order $-m_{i}$ when $m_{i}<0$, and has no other zeros or poles in the domain of its definition. Zero/pole divisors of rational functions on $\mathfrak{\Im}_{c}$ necessarily have degree zero. Conversely, since $\mathfrak{\Im}_{c}$ has genus 0 , any degree zero divisor is a zero/pole divisor of a rational function, which is unique up to multiplication by a constant. For any function $G(\boldsymbol{z})$, defined on $\boldsymbol{\Im}_{c} \backslash \boldsymbol{\Delta}_{c}$, we denote by

$$
G^{(k)}(z):=G(\boldsymbol{z}), \quad \boldsymbol{z} \in \boldsymbol{\Im}_{c}^{(k)} \backslash \partial \boldsymbol{\Im}_{c}^{(k)}, \quad k \in\{0,1,2\},
$$

its pull-back under the natural projection from the $k$-th sheet to the cut complex plane.
1.4. Conformal Maps. To proceed, we introduce a certain conformal map of $\boldsymbol{\Im}_{c}$ onto $\overline{\mathbb{C}}$, say $\chi_{c}(\boldsymbol{z})$, which is a rational function with one pole and one zero, defined by the relation

$$
\begin{equation*}
\chi_{c}^{(0)}(z)=z+O\left(z^{-1}\right) \quad \text { as } \quad z \rightarrow \infty \tag{11}
\end{equation*}
$$

Since prescribing the absence of a constant term around $\infty^{(0)}\left(\infty^{(k)}\right.$ is a point on $\boldsymbol{S}_{c}^{(k)}$ whose natural projection is the point at infinity) is equivalent to prescribing a zero, the function $\chi_{c}(\boldsymbol{z})$ is uniquely determined by (11). Further, let the numbers $A_{c, 1}, A_{c, 2}, B_{c, 1}, B_{c, 2}$ be defined by

$$
\begin{equation*}
\chi_{c}^{(i)}(z)=: B_{c, i}+A_{c, i} z^{-1}+O\left(z^{-2}\right) \quad \text { as } \quad z \rightarrow \infty, i \in\{1,2\} \tag{12}
\end{equation*}
$$

Since $\chi_{c}(\boldsymbol{z})$ is a conformal map, the numbers $A_{c, i}$ are necessarily non-zero (otherwise $\chi_{c}(\boldsymbol{z})-B_{c, i}$ would have had a double zero). Moreover, by tracing the image of $\pi^{-1}(\mathbb{R}) \backslash \boldsymbol{\Delta}_{c}$ under $\chi_{c}(\boldsymbol{z})$, which is necessarily equal to the real line, one gets that each $A_{c, i}>0$ and $B_{c, 2}>B_{c, 1}$. Set

$$
\begin{cases}\varphi_{i}(z) & :=\left(z-\left(\beta_{i}+\alpha_{i}\right) / 2+w_{i}(z)\right) / 2  \tag{13}\\ w_{i}(z) & :=\sqrt{\left(z-\alpha_{i}\right)\left(z-\beta_{i}\right)}=z+\mathcal{O}(1)\end{cases}
$$

to be the branch holomorphic off $\Delta_{i}, i \in\{1,2\}\left(\varphi_{i}(z)\right.$ is the conformal map of the complement of $\Delta_{i}$ onto the complement of $\left\{|z|>\left(\beta_{i}-\alpha_{i}\right) / 4\right\}$ that behaves like $z$ at infinity). It was also shown in [4, Proposition 2.1] that $A_{c, i}$ and $B_{c, i}$ are (real-valued) continuous
functions of the parameter $c \in(0,1)$ such that

$$
\lim _{c \rightarrow 0} \begin{cases}A_{c, 2}=\left[\left(\beta_{2}-\alpha_{2}\right) / 4\right]^{2} & =:  \tag{14}\\ A_{0,2} \\ B_{c, 2}=\left(\beta_{2}+\alpha_{2}\right) / 2 & =: \\ B_{0,2} \\ A_{c, 1}=0 & =: \\ A_{0,1} \\ B_{c, 1}=B_{0,2}+\varphi_{2}\left(\alpha_{1}\right) & =: \\ B_{0,1}\end{cases}
$$

and the analogous limits hold when $c \rightarrow 1$.
In the limit $c \rightarrow 0$ (similar considerations apply to the case $c \rightarrow 1$ ), the Riemann surface $\mathfrak{\Xi}_{c}$ becomes disconnected: one connected component is a copy of $\overline{\mathbb{C}}$ and the other one is two copies of $\overline{\mathbb{C}}$ glued together crosswise across $\Delta_{2}$. As expected, in this case the conformal maps $\chi_{c}(\boldsymbol{z})$ converge to a conformal map of the second connected component onto the Riemann sphere. More precisely, it was shown in [4, Equation (5.2)] that

$$
\chi_{c}(\boldsymbol{z})-B_{c, 2}=(1+o(1)) \begin{cases}\varphi_{2}(z), & \boldsymbol{z} \in \mathfrak{S}_{c}^{(0)} \\ \varphi_{2}\left(\alpha_{1}\right), & \boldsymbol{z} \in \mathfrak{S}_{c}^{(1)} \\ \left(\frac{\beta_{2}-\alpha_{2}}{4}\right)^{2} / \varphi_{2}(z), & \boldsymbol{z} \in \mathfrak{S}_{c}^{(2)}\end{cases}
$$

uniformly on $\boldsymbol{\Im}_{c}$ as $c \rightarrow 0$ (the top two limits in (14) follow immediately from this formula).
The vector equilibrium measures discussed before admit the following explicit formulae. Let $\Pi_{c}(\boldsymbol{z})$ be the derivative of $\chi_{c}(\boldsymbol{z})$, that is, the derivative of $\chi_{c}^{(k)}(z)$ is equal to $\Pi_{c}^{(k)}(z)$, for each $k \in\{0,1,2\}$. Equivalently, $\Pi_{c}(\boldsymbol{z})$ is a rational function on $\boldsymbol{\Im}_{c}$ with the zero/pole divisor and normalization given by

$$
\begin{equation*}
2\left(\infty^{(1)}+\infty^{(2)}\right)-\boldsymbol{\alpha}_{1}-\boldsymbol{\beta}_{c, 1}-\boldsymbol{\alpha}_{c, 2}-\boldsymbol{\beta}_{2} \quad \text { and } \quad \Pi_{c}^{(0)}(\infty)=1 . \tag{15}
\end{equation*}
$$

Observe that $\lim _{z \rightarrow \infty} z^{2} \Pi_{c}^{(i)}(z)=-A_{c, i}, i \in\{1,2\}$. Set

$$
\begin{equation*}
h_{c}(\boldsymbol{z}):=\Pi_{c}(\boldsymbol{z}) \frac{\chi_{c}(\boldsymbol{z})-(1-c) B_{c, 1}-c B_{c, 2}}{\left(\chi_{c}(\boldsymbol{z})-B_{c, 1}\right)\left(\chi_{c}(\boldsymbol{z})-B_{c, 2}\right)} . \tag{16}
\end{equation*}
$$

Then $h_{c}(\boldsymbol{z})$ is a rational function on $\mathfrak{\Im}_{c}$ with the zero/pole divisor given by

$$
\begin{equation*}
\infty^{(0)}+\infty^{(1)}+\infty^{(2)}+\boldsymbol{z}_{c}-\boldsymbol{\alpha}_{1}-\boldsymbol{\beta}_{c, 1}-\boldsymbol{\alpha}_{c, 2}-\boldsymbol{\beta}_{2}, \tag{17}
\end{equation*}
$$

where $\boldsymbol{z}_{c}$ is some point on $\mathfrak{\Im}_{c}$ whose existence is guaranteed by the fact that zero/pole divisors of rational functions on compact Riemann surfaces must have degree zero. Moreover, it holds that

$$
\begin{equation*}
\lim _{z \rightarrow \infty} z h_{c}^{(0)}(z)=1, \quad \lim _{z \rightarrow \infty} z h_{c}^{(1)}(z)=-c, \quad \text { and } \quad \lim _{z \rightarrow \infty} z h_{c}^{(2)}(z)=c-1 \tag{18}
\end{equation*}
$$

(this, in particular, means that all three branches of $h_{c}(\boldsymbol{z})$ add up to the identically zero function because their sum must be an entire function that is equal to zero at infinity). The function $h_{c}(\boldsymbol{z})$ is uniquely determined by (17) and (18). Indeed, the ratio of any two such functions (that is, functions corresponding to possibly different points $\boldsymbol{z}_{c}$ ) minus 1 must have at most one necessarily simple pole by (17) and at least three zeros (at the points on top of infinity) by (18), which is only possible for the identically zero function. Now, it follows from [22, Proposition 2.3], where the functions $h_{c}(\boldsymbol{z})$ were introduced differently, that

$$
\boldsymbol{z}_{c} \in \boldsymbol{S}_{c}^{(0)} \quad \text { and } \quad \begin{cases}\boldsymbol{z}_{c}=\boldsymbol{\beta}_{c, 1}, & c \in\left(0, c^{*}\right]  \tag{19}\\ \pi\left(\boldsymbol{z}_{c}\right) \in\left(\beta_{1}, \alpha_{2}\right), & c \in\left(c^{*}, c^{* *}\right) \\ \boldsymbol{z}_{c}=\boldsymbol{\alpha}_{c, 2}, & c \in\left[c^{*}, 1\right)\end{cases}
$$

(if either $\boldsymbol{z}_{c}=\boldsymbol{\beta}_{c, 1}$ or $\boldsymbol{z}_{c}=\boldsymbol{\alpha}_{c, 2}$, then these points cancel each other out in (17) and $h_{c}(\boldsymbol{z})$ has only three poles and three zeros). Finally, the following claim can be found in [4, Section 4]. It holds that

$$
\begin{equation*}
d \omega_{c, i}(x)=\left(h_{c+}^{(i)}(x)-h_{c-}^{(i)}(x)\right) \frac{d x}{2 \pi \mathrm{i}}, \quad x \in \Delta_{c, i}, \quad i \in\{1,2\} . \tag{20}
\end{equation*}
$$

Notice that $h_{c \pm}^{(i)}(x)=h_{c \mp}^{(0)}(x)$ for $x \in \Delta_{c, i}$. Using the limiting behavior of $\chi_{c}^{(0)}(z)$ as $c \rightarrow 0$ discussed above, one can show that $h_{c}(\boldsymbol{z})$ converges to $1 / w_{2}(z)$ on the zero-th sheet as $c \rightarrow 0$. This, in particular, implies that $\omega_{c, 2}$ converge to the arcsine distribution on $\Delta_{2}$ as $c \rightarrow 0$ (of course, similar limits take place as $c \rightarrow 1$ ).
1.5. Main Asymptotic Terms. The following construction was carried out in [22, Section 6]. Similarly to (13), for each $c \in(0,1)$, set

$$
\begin{equation*}
w_{c, i}(z):=\sqrt{\left(z-\alpha_{c, i}\right)\left(z-\beta_{c, i}\right)}, \quad z \in \mathbb{C} \backslash \Delta_{c, i}, \quad i \in\{1,2\} \tag{21}
\end{equation*}
$$

to be the branch normalized so that $w_{c, i}(z)=z+O(1)$ as $z \rightarrow \infty$. Denote by $C_{z}$ the discontinuous Cauchy kernel on $\mathcal{S}_{c}$, that is, $C_{z}$ is the third kind differential with three simple poles, located at $\boldsymbol{z}$ and the other two points with the same natural projection, and the residues 2 at $z$ and -1 at the other points. Put

$$
\begin{equation*}
S_{c}(\boldsymbol{z}):=\exp \left\{\frac{1}{6 \pi \mathrm{i}} \sum_{i=1}^{2} \int_{\boldsymbol{\Delta}_{c, i}} \log \left(\rho_{i} w_{c, i+}\right) C_{z}\right\} \tag{22}
\end{equation*}
$$

where we choose a continuous determination of $\log \rho_{i}(x)$ and set

$$
\log w_{c, i+}(x):=\log \left|w_{c, i}(x)\right|+\pi \mathrm{i} / 2
$$

(when $\mu_{i}$ is positive measure, we can take $\log \rho_{i}(x)=\log \left|\rho_{i}(x)\right|-\pi \mathrm{i} / 2$, see (6), so that $\left(\rho_{i} w_{c, i+}\right)(x)$ is a positive function on $\left.\left(\alpha_{c, i}, \beta_{c, i}\right)\right)$. It is known [22, Proposition 2.4] that $S_{c}(\boldsymbol{z})$ is holomorphic in $\boldsymbol{\Theta}_{c} \backslash \boldsymbol{\Delta}_{c}$ and has continuous traces on $\boldsymbol{\Delta}_{c, i} \backslash \boldsymbol{E}_{c, i}$ that satisfy

$$
\left\{\begin{array}{l}
S_{c \pm}^{(i)}(x)=S_{c \mp}^{(0)}(x)\left(\rho_{i} w_{c, i+}\right)(x), \quad x \in \Delta_{c, i}^{\circ}  \tag{23}\\
\left|S_{c}^{(0)}(z)\right| \sim|z-e|^{-1 / 4} \quad \text { as } \quad z \rightarrow e \in E_{c}
\end{array}\right.
$$

Moreover, $\left(S_{c}^{(0)} S_{c}^{(1)} S_{c}^{(2)}\right)(z) \equiv 1$. These functions continuously depend on the parameter $c \in(0,1)$ and possess limits as $c \rightarrow 0$ and $c \rightarrow 1$. Namely, we have, see [4, Proposition 3.1], that

$$
\frac{S_{c}^{(k)}(z)}{S_{c}^{(k)}(\infty)}=(1+o(1)) \begin{cases}S_{\rho_{2}}(z) / S_{\rho_{2}}(\infty), & k=0 \\ 1, & k=1 \\ S_{\rho_{2}}(\infty) / S_{\rho_{2}}(z), & k=2\end{cases}
$$

as $c \rightarrow 0$, where $o(1)$ holds locally uniformly in $\mathbb{C} \backslash\left\{\alpha_{1}\right\}$ when $k \in\{0,1\}$ and uniformly in $\overline{\mathbb{C}}$ when $k=2$, and $S_{\rho_{2}}(z)$ is the classical Szegő function of $\rho_{2}(x)$, that is,

$$
S_{\rho_{2}}(z):=\exp \left\{\frac{w_{2}(z)}{2 \pi \mathrm{i}} \int_{\Delta_{2}} \frac{\log \left(\rho_{2} w_{2+}\right)(x)}{z-x} \frac{d x}{w_{2+}(x)}\right\} .
$$

Moreover, it holds that the limits of $S_{c}^{(0)}(\infty) c^{1 / 3}, S_{c}^{(1)}(\infty) c^{-2 / 3}$, and $S_{c}^{(2)}(\infty) c^{1 / 3}$ exist and are non-zero as $c \rightarrow 0$. As usual, the above results have their counterparts when $c \rightarrow 1$.

The terms describing the geometric growth of multiple orthogonal polynomials can be most conveniently defined as rational functions on the surfaces corresponding to rational values of the parameter $c$. Namely, let $c(\vec{n}):=n_{1} /|\vec{n}|$ and set

$$
\begin{cases}\Phi_{\vec{n}}(\boldsymbol{z}) & :=\tau_{\vec{n}}\left(\chi_{c(\vec{n})}(\boldsymbol{z})-B_{c(\vec{n}), 1}\right)^{n_{1}}\left(\chi_{c(\vec{n})}(\boldsymbol{z})-B_{c(\vec{n}), 2}\right)^{n_{2}},  \tag{24}\\ \tau_{\vec{n}}^{3} & :=(-1)^{n_{2}} A_{c(\vec{n}), 1}^{-n_{1}} A_{c(\vec{n}), 2}^{-n_{2}}\left(B_{c(\vec{n}), 2}-B_{c(\vec{n}), 1}\right)^{-|\vec{n}|}\end{cases}
$$

where we arbitrarily fix a cubic root of $\tau_{\vec{n}}$. Thus defined, the function $\Phi_{\vec{n}}(\boldsymbol{z})$ is rational on $\mathfrak{S}_{c(\vec{n})}$ with the zero/pole divisor and the normalization given by

$$
\begin{equation*}
n_{1} \infty^{(1)}+n_{2} \infty^{(2)}-|\vec{n}| \infty^{(0)} \quad \text { and } \quad \Phi_{\vec{n}}^{(0)}(z) \Phi_{\vec{n}}^{(1)}(z) \Phi_{\vec{n}}^{(2)}(z) \equiv 1 \tag{25}
\end{equation*}
$$

(to see that $\Phi_{\vec{n}}(\boldsymbol{z})$ is normalized this way is enough to observe that the product of all three branches is necessarily an entire function that assumes value 1 at infinity by (12)). Equivalently, it holds that

$$
\begin{equation*}
\Phi_{\vec{n}}(\boldsymbol{z})=\exp \left\{|\vec{n}|\left(\int_{\boldsymbol{\beta}_{2}}^{\boldsymbol{z}} h_{c(\vec{n})}(\boldsymbol{x}) d x-\frac{1}{3} \int_{\boldsymbol{\beta}_{2}}^{\boldsymbol{\beta}_{2}^{(1)}} h_{c(\vec{n})}(\boldsymbol{x}) d x\right)\right\} \tag{26}
\end{equation*}
$$

where $\beta_{2}^{(1)} \in \mathfrak{S}_{c(\vec{n})}^{(1)}$ with $\pi\left(\beta_{2}^{(1)}\right)=\beta_{2}$, since the right-hand side of (26) is a well-defined rational function on $\boldsymbol{\varsigma}_{c(\vec{n})}$ with the divisor and normalization given by (25) due to (18). Let us point out that it is not hard to argue using (20), see [22, Proposition 2.1], that

$$
\log \left|\Phi_{\vec{n}}(\boldsymbol{z})\right|=|\vec{n}| \begin{cases}-V^{\omega_{c(\vec{n}), 1}+\omega_{c(\vec{n}), 2}}(z)+\left(\ell_{\vec{n}, 1}+\ell_{\vec{n}, 2}\right) / 3, & \boldsymbol{z} \in \boldsymbol{S}_{c(\vec{n})}^{(0)},  \tag{27}\\ V^{\omega_{c(\vec{n}), i}}(z)+\left(\ell_{\vec{n}, 3-i}-2 \ell_{\vec{n}, i}\right) / 3, & \boldsymbol{z} \in \boldsymbol{S}_{c(\vec{n})}^{(i)}, \quad i \in\{1,2\} .\end{cases}
$$

1.6. Main Results. Given the Szegő functions $S_{c}(\boldsymbol{z})$ as well as the functions $\Phi_{\vec{n}}(\boldsymbol{z})$ and $\Pi_{c}(\boldsymbol{z})$ introduced in (24) and (15), respectively, we are ready to state our main results. Recall (8). We start by describing the asymptotic behavior of type II polynomials.

Theorem 1.1. Let $\mu_{1}$ and $\mu_{2}$ be as in (6), where $\rho_{1}(x)$ and $\rho_{2}(x)$ are the restrictions to $\Delta_{1}$ and $\Delta_{2}$, respectively, of non-vanishing functions analytic in some neighborhood of the corresponding interval. Set

$$
\mathcal{P}_{\vec{n}, i}(z):=\gamma_{\vec{n}, i} /\left(S_{c(\vec{n})} \Phi_{\vec{n}}\right)^{(i)}(z), \quad \lim _{z \rightarrow \infty} \mathcal{P}_{\vec{n}, i}(z) z^{-n_{i}}=1
$$

where $c(\vec{n})=n_{1} /|\vec{n}|$ and $\gamma_{\vec{n}, i}$ are the normalizing constants, $i \in\{1,2\}$. Let $P_{\vec{n}}(z)$ be the type II multiple orthogonal polynomial defined via (1). Then for all $\varepsilon_{\vec{n}}$ small enough we can write $P_{\vec{n}}(z)=P_{\vec{n}, 1}(z) P_{\vec{n}, 2}(z)$ with the monic polynomials $P_{\vec{n}, i}(z)$ satisfying

$$
\left\{\begin{array}{l}
P_{\vec{n}, i}(z)=(1+o(1)) \mathcal{P}_{\vec{n}, i}(z)  \tag{28}\\
P_{\vec{n}, i}(x)=(1+o(1)) \mathcal{P}_{\vec{n}, i+}(x)+(1+o(1)) \mathcal{P}_{\vec{n}, i-}(x),
\end{array}\right.
$$

uniformly for $\operatorname{dist}\left(z, \Delta_{c(\vec{n}), i}\right) \geqslant d, z \in \overline{\mathbb{C}}$, and $\operatorname{dist}\left(x, E_{c(\vec{n}), i}\right) \geqslant d, x \in \Delta_{c(\vec{n}), i}$, respectively, for any $d>0$ fixed, $i \in\{1,2\}$. The error terms in the above formulae depend on $d$ and satisfy

$$
\text { either } \quad o(1)=O\left(\varepsilon_{\vec{n}}^{1 / 3}\right) \quad \text { or } \quad o(1)=O\left(\varepsilon_{\vec{n}}\right)
$$

uniformly for all $\varepsilon_{\vec{n}}$ sufficiently small, where the second estimate holds if we additionally assume that $c(\vec{n})$ is uniformly separated from $c^{*}, c^{* *}$.

Remark. It easily follows from (28) that each polynomial $P_{\vec{n}, i}(z)$ has exactly $n_{i}$ zeros and they all belong to $\operatorname{dist}\left(z, \Delta_{c(\vec{n}), i}\right)<d$ for any $d>0$ and all $\varepsilon_{\vec{n}}$ small enough. Of course, if the measures $\mu_{1}$ and $\mu_{2}$ are arbitrary positive, it is straightforward to show that each $P_{\vec{n}, i}(x)$ has exactly $n_{i}$ zeros and they all belong to $\Delta_{i}$, as initially has been observed in [1].

Remark. It readily follows from (24) that the constants $\gamma_{\vec{n}, i}$ can be expressed as

$$
\gamma_{\vec{n}, i}=\tau_{\vec{n}} A_{c(\vec{n}), i}^{n_{i}}\left(B_{c(\vec{n}), i}-B_{c(\vec{n}), 3-i}\right)^{n_{3-i}} S_{c(\vec{n})}^{(i)}(\infty), \quad i \in\{1,2\}
$$

Remark. Since the products of all the branches of $S_{c}(\boldsymbol{z})$ as well as $\Phi_{\vec{n}}(\boldsymbol{z})$ are identically equal to 1 , we immediately deduce from (28) that

$$
\left\{\begin{array}{l}
P_{\vec{n}}(z)=(1+o(1)) \mathcal{P}_{\vec{n}}(z) \\
P_{\vec{n}}(x)=(1+o(1)) \mathcal{P}_{\vec{n}+}(x)+(1+o(1)) \mathcal{P}_{\vec{n}-}(x),
\end{array}\right.
$$

uniformly for $\operatorname{dist}\left(z, \Delta_{c(\vec{n})}\right) \geqslant d, z \in \overline{\mathbb{C}}$, and $\operatorname{dist}\left(x, E_{c(\vec{n})}\right) \geqslant d, x \in \Delta_{c(\vec{n})}$, respectively, for any $d>0$ fixed, where

$$
\begin{equation*}
\mathcal{P}_{\vec{n}}(z):=\frac{\left(S_{c(\vec{n})} \Phi_{\vec{n}}\right)^{(0)}(z)}{\tau_{\vec{n}} S_{c(\vec{n})}^{(0)}(\infty)}=\mathcal{P}_{\vec{n}, 1}(z) \mathcal{P}_{\vec{n}, 2}(z) \tag{29}
\end{equation*}
$$

Remark. It might seem that asymptotic formulae (28) do not significantly reduce complexity as the functions on both sides of the equalities depend on $\vec{n}$. In this regard we would like to stress that the Szegő functions only depend on one-dimensional parameter $c(\vec{n})=n_{1} /|\vec{n}|$ rather than two-dimensional multi-index $\vec{n}$, while the geometric factors must depend on $\vec{n}$ to properly match the behavior at infinity of $P_{\vec{n}, 1}(z)$ and $P_{\vec{n}, 2}(z)$, yet their absolute values satisfy (27), where the measures $\omega_{c(\vec{n}), 1}$ and $\omega_{c(\vec{n}), 2}$ again depend only on $c(\vec{n})$.
Theorem 1.2. Under the conditions of Theorem 1.1, let $A_{\vec{n}}^{(1)}(z)$ and $A_{\vec{n}}^{(2)}(z)$ be the type I multiple orthogonal polynomials defined via (2) and (3). Define

$$
\mathcal{A}_{\vec{n}, i}(z):=\tau_{\vec{n}} S_{c(\vec{n})}^{(0)}(\infty) w_{c(\vec{n}), i}(z)\left(\frac{-\Pi_{c(\vec{n})}}{S_{c(\vec{n})} \Phi_{\vec{n}}}\right)^{(i)}(z)
$$

Understanding the error terms o(1) exactly as in Theorem 1.1, we have that

$$
\left\{\begin{array}{l}
A_{\vec{n}}^{(1)}(z)=\left(1+\frac{o(1)}{c(\vec{n})}\right) \mathcal{A}_{\vec{n}, 1}(z), \quad A_{\vec{n}}^{(2)}(z)=\left(1+\frac{o(1)}{1-c(\vec{n})}\right) \mathcal{A}_{\vec{n}, 2}(z),  \tag{30}\\
A_{\vec{n}}^{(i)}(x)=(1+o(1)) \mathcal{A}_{\vec{n}, i+}(x)+(1+o(1)) \mathcal{A}_{\vec{n}, i-}(x)
\end{array}\right.
$$

uniformly for $\operatorname{dist}\left(z, \Delta_{c(\vec{n}), 1}\right) \geqslant d, z \in \overline{\mathbb{C}}, \operatorname{dist}\left(z, \Delta_{c(\vec{n}), 2}\right) \geqslant d, z \in \overline{\mathbb{C}}$, and $\operatorname{dist}\left(x, E_{c(\vec{n}), i}\right) \geqslant$ $d, x \in \Delta_{c(\vec{n}), i}, i \in\{1,2\}$, respectively, for any $d>0$ fixed.

Remark. It is known, see (37) further below, that the length of $\Delta_{\vec{n}, 1}$ is proportional to $c(\vec{n})$ while the length of $\Delta_{\vec{n}, 2}$ is proportional to $1-c(\vec{n})$. Therefore, the bottom formula in (30) is meaningful only when $c(\vec{n})$ is separated from both 0 and 1 and thus there is no need to divide the error factors by $c(\vec{n})$ or $1-c(\vec{n})$.

Remark. It readily follows from the top formulae in (30) that $A_{\vec{n}}^{(i)}(z)$ has exactly $n_{i}$ zeros which belong to $\operatorname{dist}\left(z, \Delta_{c(\vec{n}), i}\right) \leqslant d$ for all $\varepsilon_{\vec{n}}$ small enough and $c(\vec{n})$ separated from 0 and 1.

Remark. Recall that we denoted by $1 / h_{\vec{n}-\vec{e}_{i}, i}$ the leading coefficient of $A_{\vec{n}}^{(i)}(z), i \in\{1,2\}$. We readily get from the sentence after (15), (24), and (30) that

$$
h_{\vec{n}-\vec{e}_{1}, 1}=\left(1+\frac{o(1)}{c(\vec{n})}\right) A_{c(\vec{n}), 1}^{n_{1}-1}\left(B_{c(\vec{n}), 1}-B_{c(\vec{n}), 2}\right)^{n_{2}} S_{c(\vec{n})}^{(1)}(\infty) / S_{c(\vec{n})}^{(0)}(\infty)
$$

and an analogous formula holds for $h_{\vec{n}-\vec{e}_{2}, 2}$. In fact, we can deduce that these constants are non-zero for all $\varepsilon_{\vec{n}}$ small regardless of $c(\vec{n})$ being close to 0 or 1 because $h_{\vec{n}, i}=\int P_{\vec{n}} P_{\vec{n}, i} d \mu_{i}$ by (4), which must be non-zero by Theorem $1.1\left(\operatorname{deg} P_{\vec{n}}=|\vec{n}|\right.$ for all $\varepsilon_{\vec{n}}$ small means there are no extra orthogonality conditions and hence $\left.h_{\vec{n}, i} \neq 0\right)$.

Theorem 1.3. In the setting of Theorem 1.1, let the coefficients $a_{\vec{n}, i}, b_{\vec{n}, i}$ be as in (5) and the numbers $A_{c(\vec{n}), i}, B_{c(\vec{n}), i}$ as in (12). Then it holds that

$$
\begin{equation*}
a_{\vec{n}, i}=A_{c(\vec{n}), i}+o(1) \quad \text { and } \quad b_{\vec{n}, i}=B_{c\left(\vec{n}+\vec{e}_{i}\right), i}+o(1), \tag{31}
\end{equation*}
$$

$i \in\{1,2\}$, where the error terms $o(1)$ should be understood exactly as in Theorem 1.1.
The map $\chi_{c}(\boldsymbol{z})$ takes $\boldsymbol{\Delta}_{c}$ onto two Jordan curves. It was shown in [9, Lemma 4.1.2] that these curves can be parametrized as

$$
\chi_{c}\left(\boldsymbol{\Delta}_{c}\right)=\left\{\chi \in \mathbb{C}: \frac{A_{c, 1}}{\left|\chi-B_{c, 1}\right|^{2}}+\frac{A_{c, 2}}{\left|\chi-B_{c, 2}\right|^{2}}=1\right\} .
$$

It follows from (17) and (19) that $\chi\left(\boldsymbol{z}_{c}\right)$ must belong to $\chi_{c}\left(\boldsymbol{\Delta}_{c}\right)$ when $c \in\left(0, c^{*}\right] \cup\left[c^{* *}, 1\right)$. It must also hold that $\chi\left(\boldsymbol{z}_{c}\right)=(1-c) B_{c, 1}+c B_{c, 2}$ as one can see from (15), (16), and (17). Therefore, it necessarily holds that

$$
\begin{equation*}
c^{-2} A_{c, 1}+(1-c)^{-2} A_{c, 2}=B_{c}^{2} \tag{32}
\end{equation*}
$$

$c \in\left(0, c^{*}\right] \cup\left[c^{* *}, 1\right)$, where we set $B_{c}:=B_{c, 2}-B_{c, 1}$. In particular, relations (32) together with (14) yield that

$$
\begin{cases}\lim _{c \rightarrow 0} c^{-2} A_{c, 1} & =\left[\left(\beta_{2}-\alpha_{2}\right) / 4\right]^{2}+\varphi_{2}^{2}\left(\alpha_{1}\right)  \tag{33}\\ \lim _{c \rightarrow 1}(1-c)^{-2} A_{c, 2} & =\left[\left(\beta_{1}-\alpha_{1}\right) / 4\right]^{2}+\varphi_{1}^{2}\left(\beta_{2}\right)\end{cases}
$$

The recurrence coefficients $a_{\vec{n}, i}, b_{\vec{n}, i}$ must satisfy what is known as compatibility conditions, which are a system of discrete difference equations. This suggests that $A_{c, i}, B_{c, i}$, as functions of the parameter $c$, must satisfy a system of differential equation. This was conditionally confirmed in [5]. The conditional part came from the requirement on the speed of convergence of the recurrence coefficients to their limits which is beyond of what is currently has been demonstrated including Theorem 1.3 above. As it happens, we are able to show the validity of these differential equation using only our asymptotic analysis.
Theorem 1.4. Set $R(c):=(c /(1-c))^{2}\left(A_{c, 2} / A_{c, 1}\right)$, which is a continuous function on [0, 1]. It holds that

$$
\begin{equation*}
R^{\prime}(c)=\frac{6 R(c)(1+R(c))}{1-c^{2}+c(2-c) R(c)} \tag{34}
\end{equation*}
$$

on $\left(0, c^{*}\right) \cup\left(c^{* *}, 1\right)$. Moreover, we have that

$$
\left\{\begin{array}{l}
\frac{B_{c}^{\prime}}{B_{c}}=-\frac{c}{1-c} \frac{A_{c, 1}^{\prime}}{A_{c, 1}}=-\frac{1-c}{c} \frac{A_{c, 2}^{\prime}}{A_{c, 2}}=-2 \frac{1-c-c R(c)}{1-c^{2}+c(2-c) R(c)}  \tag{35}\\
c B_{c, 1}^{\prime}+(1-c) B_{c, 2}^{\prime}=0 \Leftrightarrow B_{c, 2}^{\prime}=c B_{c}^{\prime}, \quad B_{c, 1}^{\prime}=-(1-c) B_{c}^{\prime}
\end{array}\right.
$$

on $\left(0, c^{*}\right) \cup\left(c^{* *}, 1\right)$, where ' indicates the derivative with respect to the parameter $c$.

Remark. Equation (34) together with the initial conditions coming from (14) and (33) allows us to reconstruct $R(c)$ uniquely on $\left[0, c^{*}\right] \cup\left[c^{* *}, 1\right]$. Since $R(c)>0$, (34) also shows that $R(c)$ is infinitely differentiable on $\left(0, c^{*}\right) \cup\left(c^{* *}, 1\right)$ and all the derivatives extend continuously to $\left[0, c^{*}\right] \cup\left[c^{* *}, 1\right]$. The first line of (35) now allows one to recover $A_{c, 1}, A_{c, 2}$ (to remove singularities, it is better two rewrite these equations for $c^{-2} A_{c, 1}$ and $\left.(1-c)^{-2} A_{c, 2}\right)$, and $B_{c}$ as well as to draw the same conclusions about infinite differentiability and continuity; $B_{c, 1}$ and $B_{c, 2}$ are then recovered via the second line of (35).

To prove Theorems 1.1-1.4 we use the extension to multiple orthogonal polynomials [14] of by now classical approach of Fokas, Its, and Kitaev [11, 12] connecting orthogonal polynomials to matrix Riemann-Hilbert problems. The RH problem is then analyzed via the non-linear steepest descent method of Deift and Zhou [8].

## 2. Model Local Parametrices

In this section we formulate several Riemann-Hilbert problems with constant jumps for $2 \times 2$ matrices that will be used in the main part of the proof. In what follows, the symbol $\boldsymbol{I}$ stands for the identity matrix of any size, $\sigma_{3}:=\operatorname{diag}(1,-1)$ is the third Pauli matrix, and we let

$$
\boldsymbol{K}(\zeta):=\frac{\zeta^{-\sigma_{3} / 4}}{\sqrt{2}}\left(\begin{array}{ll}
1 & \mathrm{i}  \tag{36}\\
\mathrm{i} & 1
\end{array}\right)
$$

where the root is principal, i.e., $\arg (\zeta) \in(-\pi, \pi)$ (a convention we follow for all the power functions unless explicitly specified otherwise). Further, for brevity, we denote the rays $\{\arg (z)= \pm 2 \pi / 3\}$ by $I_{ \pm}$and orient them towards the origin.
2.1. Hard Edge. Let $\boldsymbol{\Psi}(\zeta)$ be a matrix-valued function such that
(a) $\boldsymbol{\Psi}(\zeta)$ is holomorphic in $\mathbb{C} \backslash\left(I_{+} \cup I_{-} \cup(-\infty, 0]\right)$;
(b) $\boldsymbol{\Psi}(\zeta)$ has continuous traces on $I_{+} \cup I_{-} \cup(-\infty, 0)$ that satisfy

$$
\boldsymbol{\Psi}_{+}(\zeta)=\boldsymbol{\Psi}_{-}(\zeta)\left\{\begin{array}{cl}
\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), & \zeta \in(-\infty, 0) \\
\left(\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right), & \zeta \in I_{ \pm}
\end{array}\right.
$$

(c) $\boldsymbol{\Psi}(\zeta)=\boldsymbol{O}(\log \zeta)$ as $\zeta \rightarrow 0$;
(d) it holds uniformly for $|\zeta|$ large that

$$
\boldsymbol{\Psi}(\zeta)=\boldsymbol{K}(\zeta)\left(\boldsymbol{I}+\boldsymbol{O}\left(\zeta^{-1 / 2}\right)\right) \exp \left\{2 \zeta^{1 / 2} \sigma_{3}\right\}
$$

The solution of RHP- $\Psi$ was constructed explicitly in [19, Section 6] with the help of the modified Bessel and Hankel functions. Since the jump matrices in RHP- $\Psi(\mathrm{b})$ have determinant one, $\operatorname{det} \boldsymbol{\Psi}(\zeta)$ is analytic in $\mathbb{C} \backslash\{0\}$. It then follows from RHP- $\Psi(\mathrm{c}, \mathrm{d})$ and (36) that $\operatorname{det} \boldsymbol{\Psi}(\zeta) \equiv \sqrt{2}$.

Set $\boldsymbol{\Psi}_{*}(\zeta):=\sigma_{3} \boldsymbol{\Psi}(\zeta) \sigma_{3}$. Then $\boldsymbol{\Psi}_{*}(\zeta)$ solves the following Riemann-Hilbert problem:
(a-d) $\boldsymbol{\Psi}_{*}(\zeta)$ satisfies RHP- $\Psi(\mathrm{a}-\mathrm{d})$, but with the reverse orientation of the rays in RHP$\Psi(\mathrm{b})$ and $\boldsymbol{K}(\zeta)$ replaced by $\sigma_{3} \boldsymbol{K}(\zeta) \sigma_{3}$ in RHP- $\Psi(\mathrm{d})$.
2.2. Sliding Soft Edge. Let $\tau \in\left[\tau_{*}, \infty\right]$ for some $\tau_{*}>1$ to be fixed later. If $\tau<\infty$, define $U_{\tau}$ to be the disk of unit radius centered at $\tau$ and orient $\partial U_{\tau}$ clockwise. Denote by $\boldsymbol{\Theta}(\zeta ; \tau)$ the solution, if it exists, of the following Riemann-Hilbert problem (RHP- $\boldsymbol{\Theta}$ ):
(a) $\boldsymbol{\Theta}(\zeta ; \tau)$ is holomorphic in $\mathbb{C} \backslash\left(I_{+} \cup I_{-} \cup(-\infty, \tau]\right)$;
(b) $\boldsymbol{\Theta}(\zeta ; \tau)$ has continuous traces on $I_{+} \cup I_{-} \cup(-\infty, 0) \cup(0, \tau)$ that satisfy RHP- $\Psi(\mathrm{b})$ and

$$
\boldsymbol{\Theta}_{+}(\zeta ; \tau)=\boldsymbol{\Theta}_{-}(\zeta ; \tau)\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right), \quad \zeta \in(0, \tau)
$$

(c) $\boldsymbol{\Theta}(\zeta ; \tau)=\boldsymbol{O}(1)$ as $\zeta \rightarrow 0$ and $\boldsymbol{\Theta}(\zeta ; \tau)=\boldsymbol{O}(\log |\zeta-\tau|)$ as $\zeta \rightarrow \tau$ when $\tau$ is finite;
(d) it holds uniformly for $\tau \geqslant \tau_{*}$ and $|\zeta|$ large and such that $\zeta \notin U_{\tau}$ that

$$
\boldsymbol{\Theta}(\zeta ; \tau)=\boldsymbol{K}(\zeta)\left(\boldsymbol{I}+\boldsymbol{O}\left(\frac{1}{\sqrt{|\zeta| \min \{\tau,|\zeta|\}}}\right)\right) \exp \left\{-\frac{2}{3} \zeta^{3 / 2} \sigma_{3}\right\}
$$

The solution $\boldsymbol{\Theta}_{A i}(\zeta):=\boldsymbol{\Theta}(\zeta ; \infty)$ of RHP- $\Theta$ for $\tau=\infty$ is well known [7] and is explicitly constructed using Airy functions. As in the previous subsection, $\operatorname{det} \boldsymbol{\Theta}(\zeta ; \tau) \equiv \sqrt{2}$.

To show that RHP- $\Theta$ is also solvable for finite $\tau \geqslant \tau_{*}$ and some $\tau_{*}>1$, define

$$
\boldsymbol{\Theta}_{\tau}(\zeta):=\boldsymbol{K}(\zeta) e^{-(2 / 3) \zeta^{3 / 2} \sigma_{3}}\left(\begin{array}{cc}
1 & l_{\tau}(\zeta) \\
0 & 1
\end{array}\right), \quad l_{\tau}(\zeta):=\frac{1}{2 \pi \mathrm{i}} \log (\zeta-\tau)
$$

for $\zeta \in U_{\tau} \backslash(\tau-1, \tau)$, where we take the principal branch of the logarithm. Since $U_{\tau}$ belongs to the right half-plane, the matrix $\boldsymbol{\Theta}_{\tau}(\zeta)$ is analytic in the domain of its definition and satisfies

$$
\boldsymbol{\Theta}_{\tau+}(\zeta)=\boldsymbol{\Theta}_{\tau-}(\zeta)\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right), \quad \zeta \in(\tau-1, \tau)
$$

That is, $\boldsymbol{\Theta}_{\tau}(\zeta)$ solves RHP- $\Theta$ locally in $U_{\tau}$. Consider the following Riemann-Hilbert problem: find a matrix function $\boldsymbol{R}(\zeta ; \tau)$ such that
(a) $\boldsymbol{R}(\zeta ; \tau)$ is holomorphic in $\mathbb{C} \backslash\left(\partial U_{\tau} \cup(\tau+1, \infty)\right)$ and $\boldsymbol{R}(\zeta ; \tau)=\boldsymbol{I}+\boldsymbol{O}\left(\zeta^{-1}\right)$ as $\zeta \rightarrow \infty$;
(b) $\boldsymbol{R}(\zeta ; \tau)$ has continuous and bounded traces on $\partial U_{\tau} \backslash\{\tau+1\}$ and $(\tau+1, \infty)$ that satisfy

$$
\boldsymbol{R}_{+}(\zeta ; \tau)=\boldsymbol{R}_{-}(\zeta ; \tau) \begin{cases}\boldsymbol{\Theta}_{\tau}(\zeta) \boldsymbol{\Theta}_{A i}^{-1}(\zeta), & \zeta \in \partial U_{\tau} \backslash\{\tau+1\} \\ \boldsymbol{\Theta}_{A i-}(\zeta) \boldsymbol{\Theta}_{A i+}^{-1}(\zeta), & \zeta \in(\tau+1, \infty)\end{cases}
$$

By using the definition of $\boldsymbol{\Theta}_{\tau}(\zeta)$ as well as RHP- $\Theta(\mathrm{d})$ with $\tau=\infty$, one can readily check that the jump of $\boldsymbol{R}(\zeta ; \tau)$ on $\partial U_{\tau}$ can be estimated as

$$
\left(\boldsymbol{I}+\boldsymbol{K}(\zeta)\left(\begin{array}{cc}
0 & l_{\tau}(\zeta) e^{-(4 / 3) \zeta^{3 / 2}} \\
0 & 0
\end{array}\right) \boldsymbol{K}^{-1}(\zeta)\right)\left(\boldsymbol{I}+\boldsymbol{O}\left(\zeta^{-1}\right)\right)=\boldsymbol{I}+\boldsymbol{O}\left(\tau^{-1}\right)
$$

where the error term is uniform in $\tau$. Similarly, by using RHP- $\Theta(b, d)$ with $\tau=\infty$ we get that the jump of $\boldsymbol{R}(\zeta ; \tau)$ on $(\tau+1, \infty)$ can be estimated as

$$
\boldsymbol{I}-\boldsymbol{\Theta}_{A i-}(\zeta)\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) \boldsymbol{\Theta}_{A i-}^{-1}(\zeta)=\boldsymbol{I}+\boldsymbol{O}\left(\sqrt{\zeta} e^{-(4 / 3) \zeta^{3 / 2}}\right)=\boldsymbol{I}+\boldsymbol{O}\left(\tau^{-1}\right)
$$

where again the estimate is uniform in $\tau$. Therefore, we can conclude from [10, Theorem 8.1] that $\boldsymbol{R}(\zeta ; \tau)$ exists for all $\tau \geqslant \tau_{*}$ and some $\tau_{*}>1$ and satisfies

$$
\boldsymbol{R}(\zeta ; \tau)=\boldsymbol{I}+\boldsymbol{O}\left(\tau^{-1}(1+|\zeta|)^{-1}\right)
$$

uniformly for all $\zeta \in \mathbb{C}$ and $\tau \geqslant \tau_{*}$, that is, including the boundary values (uniformity of the estimate in $\zeta$ is achieved by varying the jump contour slightly, which is possible due to
analyticity of the jump matrices). Now, it only remains to observe that RHP- $\Theta$ is solved by

$$
\boldsymbol{\Theta}(\zeta ; \tau)=\boldsymbol{R}(\zeta ; \tau) \begin{cases}\boldsymbol{\Theta}_{\tau}(\zeta), & \zeta \in U_{\tau} \\ \boldsymbol{\Theta}_{A i}(\zeta), & \zeta \in \mathbb{C} \backslash \bar{U}_{\tau}\end{cases}
$$

2.3. Critical Soft Edge. Given $s \in(-\infty, \infty)$, let $\boldsymbol{\Phi}(\zeta ; s)$ be such that
(a-c) $\boldsymbol{\Phi}(\zeta ; s)$ satisfies RHP- $\Psi(\mathrm{a}-\mathrm{c})$;
(d) it holds uniformly for $|\zeta|$ large and locally uniformly in $s$ that

$$
\boldsymbol{\Phi}(\zeta ; s)=\boldsymbol{K}(\zeta)\left(\boldsymbol{I}+\boldsymbol{O}\left(\zeta^{-1 / 2}\right)\right) \exp \left\{-\frac{2}{3}(\zeta+s)^{3 / 2} \sigma_{3}\right\}
$$

The solvability of this problem was obtained in [21]. The fact that $O(\cdot)$ is locally uniform in $s$ was pointed out in [17]. Again, observe that $\operatorname{det} \boldsymbol{\Phi}(\zeta ; s) \equiv \sqrt{2}$.

Further, given $s \leqslant 0$, consider a similar Riemann-Hilbert problem (RHP- $\widetilde{\boldsymbol{\Phi}}$ ):
(a-c) $\widetilde{\boldsymbol{\Phi}}(\zeta ; s)$ satisfies RHP- $\Psi(\mathrm{a}-\mathrm{c})$;
(d) it holds uniformly for all $s \leqslant 0$ and locally uniformly for $\zeta /(1-s) \in \overline{\mathbb{C}} \backslash\{0\}$ that

$$
\widetilde{\boldsymbol{\Phi}}(\zeta ; s)=\boldsymbol{K}(\zeta)\left(\boldsymbol{I}+\boldsymbol{O}\left((1-s)^{-1} \zeta^{-1 / 2}\right)\right) \exp \left\{-\frac{2}{3}\left(\zeta^{3 / 2}+s \zeta^{1 / 2}\right) \sigma_{3}\right\}
$$

It was observed in [22] that solvability of RHP- $\Phi$ for $s \leqslant 0$ is equivalent to solvability of RHP- $\widetilde{\Phi}$ for $s \leqslant 0$. It was also stated in [22, Equation (4.3)] that the error term in RHP- $\widetilde{\Phi}(\mathrm{d})$ behaves like $\boldsymbol{O}\left((1-s)^{1 / 2} \zeta^{-1 / 2}\right)$ uniformly for all $s \leqslant 0$. Below, we show how the bound from [22, Equation (4.3)] can be improved to the one stated in RHP- $\widetilde{\Phi}(\mathrm{d})$.

It has been already mentioned that the desired bound in RHP- $\widetilde{\Phi}(\mathrm{d})$ must hold locally uniformly for $s \leqslant 0$, see [17]. Therefore, we are only interested in what happens for $-s$ large enough. To this end, let

$$
g(\xi):=(2 / 3)(\xi-1) \xi^{1 / 2}
$$

be the principal branch holomorphic in $\mathbb{C} \backslash(-\infty, 0]$. Given $\kappa \geqslant \kappa_{0}>0$ for some $\kappa_{0}$ large enough, consider the following Riemann-Hilbert problem:
(a-c) $\widehat{\boldsymbol{\Phi}}(\xi ; \kappa)$ satisfies RHP- $\Psi(a-c)$;
(d) it holds uniformly for $\kappa \geqslant \kappa_{0}$ and locally uniformly for $\xi \in \overline{\mathbb{C}} \backslash\{0\}$ that

$$
\widehat{\boldsymbol{\Phi}}(\xi ; \kappa)=\boldsymbol{K}(\xi)\left(\boldsymbol{I}+\boldsymbol{O}\left(\kappa^{-1} \xi^{-1 / 2}\right)\right) e^{-\kappa g(\xi) \sigma_{3}}
$$

We shall show that there exists $\kappa_{0}>0$ such that RHP- $\widehat{\Phi}$ is uniquely solvable. In this case it can be readily verified that the solution of RHP- $\widehat{\Phi}$ yields the solution of RHP- $\widetilde{\Phi}$ via

$$
\widetilde{\boldsymbol{\Phi}}(\zeta ; s)=(-s)^{-\sigma_{3} / 4} \widehat{\boldsymbol{\Phi}}(-\zeta / s ; \kappa), \quad \kappa=(-s)^{3 / 2}
$$

Let $U_{0}$ be a disk centered at the origin of any radius $r_{0}<1$ small enough so that $g^{2}(\xi)$ is conformal in it. Set $I_{ \pm}^{*}:=\left(g^{2}\right)^{-1}\left(I_{ \pm}\right) \cap U_{0}$ and orient these arcs towards the origin. Notice that the principal square root branch of $g^{2}(\xi)$ is equal to $-g(\xi)$ and that

$$
-g\left(I_{ \pm} \cap U_{0}\right) \subset\{\sqrt{x}(2 x+1 \pm \sqrt{3} \mathrm{i}) / 3: x>0\}
$$

which are arcs that lie within the sector $|\arg (\zeta)|<\pi / 3$. As $g^{2}(\xi)$ preserves the negative and positive reals, the curve $I_{+}^{*}$ lies between the rays $I_{+}$and $(-\infty, 0)\left(\right.$ since $g^{2}\left(I_{+}^{*}\right)=I_{+}$ lies between $g^{2}\left(I_{+}\right)$and the negative reals) and the curve $I_{-}^{*}$ lies between the rays $I_{-}$and $(-\infty, 0)$.

Let $\boldsymbol{\Psi}(\zeta)$ be the solution of RHP- $\Psi$. For $\xi \in U_{0}$, define

$$
\widehat{\boldsymbol{\Phi}}_{0}(\xi ; \kappa):=\boldsymbol{K}(\xi)\left(\boldsymbol{K}^{-1} \boldsymbol{\Psi}\right)\left((\kappa g(\xi) / 2)^{2}\right) \begin{cases}\left(\begin{array}{cc}
1 & 0 \\
\pm 1 & 1
\end{array}\right), & \xi \in S_{ \pm}^{*} \\
\boldsymbol{I}, & \text { otherwise }\end{cases}
$$

where $S_{+}^{*}$ and $S_{-}^{*}$ are the sectors within $U_{0}$ delimited by $I_{+}$and $I_{+}^{*}$ in the second quadrant, and $I_{-}$and $I_{-}^{*}$ in the third quadrant, respectively (notice that the sectors $S_{ \pm}^{*}$ do not depend on $\kappa$ because the preimages of $I_{ \pm}$under $g^{2}(\xi)$ and $(\kappa g(\xi) / 2)^{2}$ must coincide). One can readily verify that the matrix $\widehat{\boldsymbol{\Phi}}_{0}(\xi ; \kappa)$ satisfies RHP- $\widehat{\boldsymbol{\Phi}}(\mathrm{a}-\mathrm{c})$ within $U_{0}$. Moreover, since the domains $-\kappa g\left(S_{ \pm}^{*}\right) / 2$ lie with the sector $|\arg (\zeta)| \leqslant \pi / 3$, it holds that

$$
\left|e^{2 \kappa g(\xi)}\right|=e^{-2 \kappa|\operatorname{Re} g(\xi)|}<\frac{1}{2 \kappa|\operatorname{Re} g(\xi)|} \leqslant \frac{1}{\kappa|g(\xi)|}, \quad \xi \in S_{ \pm}^{*},
$$

and therefore

$$
e^{-\kappa g(\xi) \sigma_{3}}\left(\begin{array}{cc}
1 & 0 \\
\pm 1 & 1
\end{array}\right)=\left(\boldsymbol{I}+\boldsymbol{O}\left(\frac{1}{\kappa g(\xi)}\right)\right) e^{-\kappa g(\xi) \sigma_{3}}
$$

uniformly for $\xi \in S_{ \pm}^{*}$ and all $\kappa>0$. Since $|g(\xi)|$ is uniformly bounded away from 0 on $\partial U_{0}$, the last estimate and RHP- $\Psi(\mathrm{d})$ yield that

$$
\hat{\boldsymbol{\Phi}}_{0}(\xi ; \kappa)=\boldsymbol{K}(\xi)\left(\boldsymbol{I}+\boldsymbol{O}\left(\kappa^{-1}\right)\right) e^{-\kappa g(\xi) \sigma_{3}}
$$

uniformly for $\xi \in \partial U_{0}$.
Orient $\partial U_{0}$ clockwise. Consider the following Riemann-Hilbert problem: find $\hat{\boldsymbol{R}}(\xi ; \kappa)$ such that
(a) $\hat{\boldsymbol{R}}(\xi ; \kappa)$ is holomorphic in $\overline{\mathbb{C}}$ away from $\partial U_{0} \cup\left(\left(I_{+} \cup I_{-}\right) \backslash U_{0}\right)$ and $\hat{\boldsymbol{R}}(\xi ; \kappa)=$ $\boldsymbol{I}+\boldsymbol{O}\left(\xi^{-1}\right)$ as $\xi \rightarrow \infty ;$
(b) $\hat{\boldsymbol{R}}(\xi ; \kappa)$ has continuous and bounded traces on $\partial U_{0} \backslash\left(I_{+} \cup I_{-}\right)$and $\left(I_{+} \cup I_{-}\right) \backslash \bar{U}_{0}$ that satisfy

$$
\hat{\boldsymbol{R}}_{+}(\xi ; \kappa)=\hat{\boldsymbol{R}}_{-}(\xi ; \kappa) \begin{cases}\hat{\boldsymbol{\Phi}}_{0}(\xi ; \kappa) e^{\kappa g(\xi) \sigma_{3}} \boldsymbol{K}^{-1}(\xi), & \xi \in \partial U_{0} \backslash\left(I_{+} \cup I_{-}\right), \\
\boldsymbol{K}(\xi)\left(\begin{array}{cc}
1 & 0 \\
e^{2 \kappa g(\xi)} & 1
\end{array}\right) \boldsymbol{K}^{-1}(\xi), & \xi \in\left(I_{+} \cup I_{-}\right) \backslash \bar{U}_{0}\end{cases}
$$

As we have already observed, $3 \operatorname{Re}(g(\xi))=-2|\xi|^{3 / 2}-|\xi|^{1 / 2}$ for $\xi \in I_{ \pm}$. Thus,

$$
\widehat{\boldsymbol{R}}_{+}(\xi ; \kappa)=\widehat{\boldsymbol{R}}_{-}(\xi ; \kappa)\left(\boldsymbol{I}+\boldsymbol{O}\left(\kappa^{-1}\right)\right)
$$

uniformly on $\partial U_{0} \cup\left(\left(I_{+} \cup I_{-}\right) \backslash U_{0}\right)$ (with respect to both $\xi$ and $\kappa$ ). Hence, as in the previous subsection, we can conclude on the basis of [10, Theorem 8.1] and the deformation of the contour technique that $\widehat{\boldsymbol{R}}(\xi ; \kappa)$ does indeed uniquely exist for all $\kappa \geqslant \kappa_{0}$ and some $\kappa_{0}$ large enough and satisfies

$$
\widehat{\boldsymbol{R}}(\xi ; \kappa)=\boldsymbol{I}+\boldsymbol{O}\left(\kappa^{-1}(1+|\xi|)^{-1}\right)
$$

uniformly for all $\xi \in \mathbb{C}$ and $\kappa \geqslant \kappa_{0}$. It remains to observe that the solution of RHP- $\widehat{\boldsymbol{\Phi}}$ is given by

$$
\widehat{\boldsymbol{\Phi}}(\xi ; \kappa):=\widehat{\boldsymbol{R}}(\xi ; \kappa) \begin{cases}\widehat{\boldsymbol{\Phi}}_{0}(\xi ; \kappa), & \xi \in U_{0} \\ \boldsymbol{K}(\xi) e^{-\kappa g(\xi) \sigma_{3}}, & \xi \in \mathbb{C} \backslash \bar{U}_{0}\end{cases}
$$

## 3. Conformal Maps

The framework of the Riemann-Hilbert analysis, which we use, consists in formulating a multiplicative Riemann-Hilbert problem for $3 \times 3$ matrices, whose jump relations are then factorized and partially moved into the complex plane onto the so-called "lens". The construction of this lens will depend on the value of the parameter $c$ via properties of local conformal maps around each point in $E_{c}$. In this section we discuss some of the properties of these maps.

In what follows, it will be sometimes useful for us to recall that

$$
\begin{equation*}
\lim _{c \rightarrow 0} \frac{\left|\Delta_{c, 1}\right|}{c}=4\left|w_{2}\left(\alpha_{1}\right)\right| \quad \text { and } \quad \lim _{c \rightarrow 1} \frac{\left|\Delta_{c, 2}\right|}{1-c}=4\left|w_{1}\left(\beta_{2}\right)\right| \tag{37}
\end{equation*}
$$

which was shown in [4, Equation (4.8)], where the roots $w_{i}(z)$ were introduced in (13). We shall also use the following well known fact: according to Koebe's $1 / 4$ theorem, if $\zeta(z)$ is conformal in $\left\{|z-e| \leqslant r_{*}\right\}$ with $\zeta(e)=0$, then

$$
\begin{equation*}
(r / 4)\left|\zeta^{\prime}(e)\right| \leqslant|\zeta(z)|, \quad|z-e|=r, \quad r \leqslant r_{*} . \tag{38}
\end{equation*}
$$

3.1. Conformal Maps. The material of this section is taken from [4, Section 7.4]. We work only with the interval $\Delta_{c, 1}$, the maps around $\Delta_{c, 2}$ are constructed similarly. Given $c \in(0,1)$, define

$$
\begin{equation*}
\zeta_{c, \alpha_{1}}(z):=\left(\frac{1}{4} \int_{\alpha_{1}}^{z}\left(h_{c}^{(0)}-h_{c}^{(1)}\right)(s) d s\right)^{2}, \quad \operatorname{Re} z<\beta_{c, 1} \tag{39}
\end{equation*}
$$

where $h_{c}(\boldsymbol{z})$ was defined in (16). Then the following lemma holds, see [4, Lemma 7.4].
Lemma 3.1. For each $c \in(0,1)$, the map $\zeta_{c, \alpha_{1}}(z)$ is positive on $\left(-\infty, \alpha_{1}\right)$ and negative on $\left(\alpha_{1}, \beta_{c, 1}\right)$ with a simple zero at $\alpha_{1}$. Moreover, there exist constants $\delta_{\alpha_{1}}>0$ and $A_{\alpha_{1}}>0$, independent of $c$, such that $\zeta_{c, \alpha_{1}}(z)$ is conformal in $\left\{\left|z-\alpha_{1}\right| \leqslant \delta_{\alpha_{1}} c\right\}$ and satisfies $4 c A_{\alpha_{1}} \leqslant\left|\zeta_{c, \alpha_{1}}^{\prime}\left(\alpha_{1}\right)\right|$.

Recall the definition of $c^{*}$ in (10). Given $c \in\left(0, c^{*}\right]$, define

$$
\begin{equation*}
\zeta_{\beta_{c, 1}}(z):=\left(-\frac{3}{4} \int_{\beta_{c, 1}}^{z}\left(h_{c}^{(0)}-h_{c}^{(1)}\right)(s) d s\right)^{2 / 3}, \quad \alpha_{1}<\operatorname{Re} z<\alpha_{2} \tag{40}
\end{equation*}
$$

where the choice of the root is made so that $\zeta_{\beta_{c, 1}}(z)$ is positive for $x>\beta_{c, 1}$. Then the following lemma holds, see [4, Lemma 7.5].

Lemma 3.2. For each $c \in\left(0, c^{*}\right]$, the map $\zeta_{\beta_{c, 1}}(z)$ is positive on $\left(\beta_{c, 1}, \alpha_{2}\right)$ and negative on $\left(\alpha_{1}, \beta_{c, 1}\right)$ with a simple zero at $\beta_{c, 1}$. Moreover, there exist constants $\delta_{\beta_{1}}>0$ and $A_{\beta_{1}}>0$, independent of $c$, such that $\zeta_{\beta_{c, 1}}(z)$ is conformal in $\left\{\left|z-\beta_{c, 1}\right| \leqslant \delta_{\beta_{1}} c\right\}$ and satisfies $4 c^{-1 / 3} A_{\beta_{1}} \leqslant \zeta_{\beta_{c, 1}}^{\prime}\left(\beta_{c, 1}\right)$.

The next lemma deals with $c$ close to and larger than $c^{*}$. It was shown in [4, Lemma 7.6].
Lemma 3.3. The constant $\delta_{\beta_{1}}$ from Lemma 3.2 can be adjusted so that there exist $c^{\prime}>c^{*}$ and functions $\hat{\zeta}_{c, \beta_{1}}(z), c \in\left[c^{*}, c^{\prime}\right]$, conformal in $\left\{\left|z-\beta_{1}\right| \leqslant \delta_{\beta_{1}} c\right\}$, satisfying

$$
\begin{equation*}
-\frac{3}{4} \int_{\beta_{1}}^{z}\left(h_{c}^{(0)}-h_{c}^{(1)}\right)(s) d s=\hat{\zeta}_{c, \beta_{1}}^{3 / 2}(z)-\hat{\zeta}_{c, \beta_{1}}\left(\beta_{1}+\epsilon_{c}\right) \hat{\zeta}_{c, \beta_{1}}^{1 / 2}(z) \tag{41}
\end{equation*}
$$

for some $\epsilon_{c}>0$. Each conformal map $\hat{\zeta}_{c, \beta_{1}}(z)$ is positive on $\left(\beta_{1}, \alpha_{2}\right)$ and negative on $\left(\alpha_{1}, \beta_{1}\right)$ with a simple zero at $\beta_{1}$. Moreover, they form a continuous family in parameter $c \in\left[c^{*}, c^{\prime}\right]$ and $\hat{\zeta}_{c^{*}, \beta_{1}}(z)=\zeta_{\beta_{1}}(z)$ (recall that $\left.\beta_{c^{*}, 1}=\beta_{1}\right)$.

Similarly to (39), given $c \in\left(c^{*}, 1\right)$, define

$$
\begin{equation*}
\zeta_{c, \beta_{1}}(z):=\left(\frac{1}{4} \int_{\beta_{1}}^{z}\left(h_{c}^{(0)}-h_{c}^{(1)}\right)(s) d s\right)^{2}, \quad \alpha_{1}<\operatorname{Re} z<\alpha_{2} \tag{42}
\end{equation*}
$$

Then the following lemma holds, see [4, Lemma 7.7].
Lemma 3.4. There exists a continuous and non-vanishing function $\delta_{\beta_{1}}(c)>0$ on $\left(c^{*}, 1\right]$ such that $\zeta_{c, \beta_{1}}(z)$ is conformal in $\left\{z:\left|z-\beta_{1}\right| \leqslant \delta_{\beta_{1}}(c)\right\}$, has a simple zero at $\beta_{1}$, is positive on $\left(\beta_{1}, \alpha_{2}\right)$ and negative on $\left(\alpha_{1}, \beta_{1}\right)$. The constant $A_{\beta_{1}}$ in Lemma 3.2 can be adjusted so that $4 A_{\beta_{1}}\left(z_{c}-\beta_{1}\right) \leqslant\left|\zeta_{c, \beta_{1}}^{\prime}\left(\beta_{1}\right)\right|$.

For any $c \in(0,1)$, define

$$
\begin{equation*}
\mathcal{H}_{c}(z):=\operatorname{Re}\left(\int_{\beta_{c, 1}}^{z}\left(h_{c}^{(0)}-h_{c}^{(1)}\right)(s) d s\right), \quad \alpha_{1}<\operatorname{Re} z<\alpha_{2} \tag{43}
\end{equation*}
$$

(please, note the change in notation as compared to [4, Lemma 7.8], see [4, Equation (7.30)]).

Lemma 3.5. The constant $\delta_{\beta_{1}}$ can be made smaller, ifnecessary, so that for any $\delta \in\left(0, \delta_{\beta_{1}}\right]$ it holds that

$$
\mathcal{H}_{c}(x+\mathrm{i} y) \leqslant-B \delta^{3 / 2} c, \quad x \in\left[\beta_{c, 1}+\delta c, \alpha_{2}-\delta c\right], \quad y \in[-\delta c / 2, \delta c / 2]
$$

for any $c \in\left(0, c^{*}\right)$ and some constant $B>0$ independent of $\delta$ and $c$. Moreover, for any fixed $r>0$ small enough there exist $c_{r}>0$ and $\epsilon(r)>0$ such that

$$
\mathcal{H}_{c}(x+\mathrm{i} y) \leqslant-\epsilon(r), \quad x \in\left[\alpha_{1}+r, \alpha_{2}-r\right], \quad y \in[-r / 2, r / 2]
$$

for all $c \in\left(0, c_{r}\right)$. Furthermore, it holds that

$$
\mathcal{H}_{c}(x \pm \mathrm{i} \delta c) \geqslant B \delta^{5 / 2} c, \quad x \in\left[\alpha_{1}, \beta_{c, 1}\right], \quad c \in(0,1) .
$$

3.2. Additional Properties. Two questions were left unanswered in [4, Section 7.4], namely, the behavior of the constants $\epsilon_{c}$ in Lemma 3.3 and of the function $\delta_{\beta_{1}}(c)$ in Lemma 3.4 as $c \rightarrow c^{*+}$.
Lemma 3.6. The limit $\lim _{c \rightarrow c^{*+}} \epsilon_{c} / \sqrt{z_{c}-\beta_{1}}$ exists and is non-zero. Moreover, $\delta_{\beta_{1}}(c) \geqslant$ $C \sqrt{z_{c}-\beta_{1}}, c>c^{*}$, for some constant $C$ independent of $c$.
Proof. Because $h_{c}(\boldsymbol{z})$ has a simple pole at $\boldsymbol{\beta}_{1}$ when $c>c^{*}$, we can write

$$
h_{c}^{(0)}(x)-h_{c}^{(1)}(x)=2 u_{c}\left(x-\beta_{1}\right)^{-1 / 2}+\sum_{k=0}^{\infty} 2 u_{k, c}\left(x-\beta_{1}\right)^{k+1 / 2}
$$

where $\left(x-\beta_{1}\right)^{1 / 2}$ is a branch positive for $x>\beta_{1}$. Then it holds that

$$
\frac{1}{\left(x-\beta_{1}\right)^{1 / 2}}\left(-\frac{3}{4} \int_{\beta_{1}}^{x}\left(h_{c}^{(0)}-h_{c}^{(1)}\right)(s) d s\right)=-3 u_{c}-\sum_{k=0}^{\infty} \frac{3 u_{k, c}}{2 k+3}\left(x-\beta_{1}\right)^{k+1} .
$$

Thus, we get from (41) and the last claim of Lemma 3.3 that

$$
-3 u_{c}=-\hat{\zeta}_{c, \beta_{1}}\left(\beta_{1}+\epsilon_{c}\right) \hat{\zeta}_{c, \beta_{1}}^{\prime}\left(\beta_{1}\right)^{1 / 2}=-(1+o(1))\left(\zeta_{\beta_{1}}^{\prime}\left(\beta_{1}\right)^{3 / 2} \epsilon_{c}+O\left(\epsilon_{c}^{2}\right)\right)
$$

as $c \rightarrow c^{*+}$, where $\zeta_{\beta_{1}}^{\prime}\left(\beta_{1}\right)>0$ by Lemma 3.2. The first claim of the lemma now follows from the fact that $u_{c} / \sqrt{z_{c}-\beta_{1}}$ has a limit as $c \rightarrow c^{*+}$, which has been shown in the proof of [4, Lemma 7.7].

The function $\delta_{\beta_{1}}(c)$ in Lemma 3.4 was defined simply as the largest radius of conformality of $\zeta_{c, \beta_{1}}(z)$ from (42) (times a fixed constant less than 1 to ensure conformality in the closed disk). Combining (41) and (42) we can see that

$$
9 \zeta_{c, \beta_{1}}(z)=\hat{\zeta}_{c, \beta_{1}}(z)\left(\hat{\zeta}_{c, \beta_{1}}(z)-\hat{\zeta}_{c, \beta_{1}}\left(\beta_{1}+\epsilon_{c}\right)\right)^{2}=:\left(z-\beta_{1}\right)\left(z-\beta_{1}-\epsilon_{c}\right)^{2} F_{c}(z)
$$

where the functions $F_{c}(z)$ are analytic and non-vanishing in $\left\{\left|z-\beta_{1}\right| \leqslant \delta_{\beta_{1}} c^{*}\right\}$, continuously depend on the parameter $c$ (this is a property of the functions $h_{c}(\boldsymbol{z})$ ), and converge there uniformly to $F_{c^{*}}(z):=\left(\zeta_{\beta_{1}}(z) /\left(z-\beta_{1}\right)\right)^{3}$ as $c \rightarrow c^{*+}$. Observe that $F_{c^{*}}\left(\beta_{1}\right)>0$ by Lemma 3.2 and therefore the values $F_{c}\left(\beta_{1}\right)$ are uniformly separated away from zero. Similarly, there exists a constant $K$, independent of $c$, such that

$$
\left|F_{c}(z)\right|,\left|F_{c}^{\prime}(z)\right|,\left|\left(\left(z-\beta_{1}\right) F_{c}(z)\right)^{\prime}\right| \leqslant K
$$

for $z$ in $\left\{\left|z-\beta_{1}\right| \leqslant \delta_{\beta_{1}} c^{*}\right\}$ and any $c \in\left[c^{*}, c^{\prime}\right]$. To simplify the notation slightly, let $G_{c}(z)=F_{c}\left(z+\beta_{1}\right)$. Let $A$ be such that $0<A \leqslant \min _{c^{*} \leqslant c \leqslant c^{\prime}} G_{c}(0) /(20 K)$. For further simplicity, assume that $c$ is sufficiently close to $c^{*}$ so that $\epsilon_{c} \leqslant 1$ and $A \epsilon_{c}<\delta_{\beta_{1}} c^{*}$. Trivially, it holds that

$$
\begin{aligned}
& D\left(z_{1}, z_{2}\right):=\frac{z_{1}\left(z_{1}-\epsilon_{c}\right)^{2} G_{c}\left(z_{1}\right)-z_{2}\left(z_{2}-\epsilon_{c}\right)^{2} G_{c}\left(z_{2}\right)}{z_{1}-z_{2}}=\epsilon_{c}^{2} G_{c}(0)+ \\
& z_{1} \frac{\left(z_{1}-\epsilon_{c}\right)^{2} G_{c}\left(z_{1}\right)-\epsilon_{c}^{2} G_{c}(0)}{z_{1}}+z_{2} \frac{\left(z_{1}-\epsilon_{c}\right)^{2} G_{c}\left(z_{1}\right)-\left(z_{2}-\epsilon_{c}\right)^{2} G_{c}\left(z_{2}\right)}{z_{1}-z_{2}} .
\end{aligned}
$$

Let $z_{1}, z_{2}$ be in $\left\{|z| \leqslant A \epsilon_{c}\right\}$. Since $\epsilon_{c}, A \leqslant 1$, we get that

$$
\left|\frac{\left(z_{1}-\epsilon_{c}\right)^{2} G_{c}\left(z_{1}\right)-\epsilon_{c}^{2} G_{c}(0)}{z_{1}}\right| \leqslant\left|z_{1} G_{c}\left(z_{1}\right)\right|+2 \epsilon_{c}\left|G_{c}\left(z_{1}\right)\right|+\epsilon_{c}^{2}\left|\frac{G_{c}\left(z_{1}\right)-G_{c}(0)}{z_{1}}\right| \leqslant 4 K \epsilon_{c} .
$$

Similarly, we obtain that

$$
\begin{gathered}
\left|\frac{\left(z_{1}-\epsilon_{c}\right)^{2} G_{c}\left(z_{1}\right)-\left(z_{2}-\epsilon_{c}\right)^{2} G_{c}\left(z_{2}\right)}{z_{1}-z_{2}}\right| \leqslant\left|z_{1}+z_{2}\right|\left|G_{c}\left(z_{1}\right)\right|+\left|z_{2}\right|^{2}\left|\frac{G_{c}\left(z_{1}\right)-G_{c}\left(z_{2}\right)}{z_{1}-z_{2}}\right| \\
+2 \epsilon_{c}\left|\frac{z_{1} G_{c}\left(z_{1}\right)-z_{2} G_{c}\left(z_{2}\right)}{z_{1}-z_{2}}\right|+\epsilon_{c}^{2}\left|\frac{G_{c}\left(z_{1}\right)-G_{c}\left(z_{2}\right)}{z_{1}-z_{2}}\right| \leqslant 6 K \epsilon_{c} .
\end{gathered}
$$

Hence, we can conclude that

$$
\left|D\left(z_{1}, z_{2}\right)\right| \geqslant \epsilon_{c}^{2} G_{c}(0)-10 A K \epsilon_{c}^{2} \geqslant \epsilon_{c}^{2} G_{c}(0) / 2>0
$$

That is, we have shown that $z\left(z-\epsilon_{c}\right)^{2} G_{c}(z)$ is conformal in $\left\{|z|<A \epsilon_{c}\right\}$. Thus, $\zeta_{c, \beta_{1}}(z)$ is conformal in $\left\{\left|z-\beta_{1}\right|<A \epsilon_{c}\right\}$ and therefore $\delta_{\beta_{1}}(c) \geqslant A \epsilon_{c}$. In view of the first claim of the lemma, the second one follows.

Notice that we can assume that $\delta_{\beta_{1}}(c)$ is an increasing function of $c \in\left(c^{*}, 1\right]$. Indeed, this always can be achieved by replacing $\delta_{\beta_{1}}(c)$ with $\min _{x \in[c, 1]} \delta_{\beta_{1}}(x)$. The corresponding bound of Lemma 3.6 will not change since

$$
\min _{x \in[c, 1]} \delta_{\beta_{1}}(x)=\delta_{\beta_{1}}\left(x_{c}\right) \geqslant C \sqrt{z_{x_{c}}-\beta_{1}} \geqslant C \sqrt{z_{c}-\beta_{1}}
$$

for some $x_{c} \in[c, 1]$, where the last inequality holds since $z_{c}$ is an increasing function of $c$.
3.3. Polygons of Conformality. In this section we describe domains of conformality that we shall use to define the "lens". The construction is not deep but somewhat technical.

Let constants $\delta_{\alpha_{1}}, \delta_{\beta_{1}}$ be as in the preceding lemmas of this section and constants $\delta_{\alpha_{2}}, \delta_{\beta_{2}}$ be defined similarly but with respect to $\Delta_{2}$. It follows from (37) that

$$
\begin{equation*}
\delta_{\Delta}:=\min \left\{1, \delta_{\alpha_{1}}, \delta_{\beta_{1}}, \delta_{\alpha_{2}}, \delta_{\beta_{2}}, \frac{\alpha_{2}-\beta_{1}}{3}, \inf _{c \in(0,1)}\left\{\frac{\left|\Delta_{c, 1}\right|}{3 c}, \frac{\left|\Delta_{c, 2}\right|}{3(1-c)}\right\}\right\}>0 \tag{44}
\end{equation*}
$$

Because the conformal maps $\hat{\zeta}_{c, \beta_{1}}(z)$ from Lemma 3.3 form a continuous family in the parameter $c \in\left[c^{*}, c^{\prime}\right]$, it follows from Lemma 3.6 that there exists a constant $K_{1}>0$ such that

$$
\hat{\zeta}_{c, \beta_{1}}\left(\beta_{1}+\epsilon_{c}\right) \leqslant K_{1} \sqrt{z_{c}-\beta_{1}} .
$$

On the other hand, the same continuity in the parameter $c$ and (38) imply that there exists a constant $K_{2}>0$ such that for every $\delta \in\left(0, \delta_{\Delta}\right)$ and $c \in\left[c^{*}, c^{\prime}\right]$ it holds that

$$
\begin{equation*}
\min \left\{\left|\hat{\zeta}_{c, \beta_{1}}(s)\right|:\left|s-\beta_{1}\right|=\delta c^{*} / \sqrt{2}\right\} \geqslant K_{2} \delta \tag{45}
\end{equation*}
$$

Since $z_{c}$ is an increasing function of $c$, given $\delta \in\left(0, \delta_{\Delta}\right)$, there exists a unique $c^{\prime}(\delta)>c^{*}$ such that $z_{c^{\prime}(\delta)}-\beta_{1}=\left(K_{2} / K_{1}\right)^{2} \delta^{2}$, where we adjust the constants $K_{1}, K_{2}$ so that $c^{\prime}\left(\delta_{\Delta}\right) \leqslant$ $c^{\prime}$. Then

$$
\begin{equation*}
\hat{\zeta}_{c, \beta_{1}}\left(\beta_{1}+\epsilon_{c}\right) \leqslant \min \left\{\left|\hat{\zeta}_{c, \beta_{1}}(s)\right|:\left|s-\beta_{1}\right|=\delta c / \sqrt{2}\right\}, \quad c \in\left[c^{*}, c^{\prime}(\delta)\right] \tag{46}
\end{equation*}
$$

a technical inequality that will be important to us later. Another consequence of this definition of $c^{\prime}(\delta)$ and Lemma 3.6 is that

$$
K^{\prime}:=\min \left\{1, \inf _{0<\delta<\delta_{\Delta}} \frac{\delta_{\beta_{1}}\left(c^{\prime}(\delta)\right)}{\delta}\right\}>0 .
$$

Denote by $U(z, r)$ the interior of the square with vertices $z \pm r, z \pm \mathrm{i} r$. For any $\delta \in\left(0, \delta_{\Delta}\right)$, set

$$
K=K(\delta, c):= \begin{cases}1 / 3, & c<c^{\prime}(\delta), \quad \beta_{1}-\beta_{c, 1}>2 \delta c / 3  \tag{47}\\ 1, & c<c^{\prime}(\delta), \quad \beta_{1}-\beta_{c, 1} \leqslant 2 \delta c / 3 \\ K^{\prime}, & c \geqslant c^{\prime}(\delta)\end{cases}
$$

Since $\delta_{\beta_{1}}(c)$ is an increasing function of $\delta$, it therefore holds that $\delta_{\beta_{1}}(c) \geqslant \delta_{\beta_{1}}\left(c^{\prime}(\delta)\right) \geqslant K \delta$ when $c \in\left[c^{\prime}(\delta), 1\right)$. Define

$$
\begin{equation*}
U_{c, e}:=U(e, K \delta c), \quad e \in\left\{\alpha_{1}, \beta_{c, 1}\right\} . \tag{48}
\end{equation*}
$$

This definition achieves the following:

- the map $\zeta_{c, \alpha_{1}}(z)$ from Lemma 3.1 is conformal in $U_{c, \alpha_{1}}$;
- since $\beta_{1}-\beta_{c, 1}$ is a decreasing function of $c$ while $2 \delta c / 3$ is clearly increasing, the squares $U_{c, \beta_{c, 1}}$ start out (as $c$ increases from 0 ) with $K=1 / 3$ and in these cases the point $\beta_{1}$ does not belong to the interior of the squares and lies distance at least $\delta c / 3$ from their boundary;
- when the parameter $c$ reaches the value for which $\beta_{1}-\beta_{c, 1}=2 \delta c / 3$, the value of $K$ changes to 1 and from that point on $\beta_{1}$ belongs to the interior of the squares $U_{c, \beta_{c, 1}}$ and lies distance at least $\delta c / 3 \sqrt{2}$ from their boundary;
- when $\beta_{1}$ belongs to the interior of the square $U_{c, \beta_{c, 1}}$ it is not at its center unless $c \geqslant c^{*}$;
- the map $\zeta_{\beta_{c, 1}}(z)$ from Lemma 3.2 is conformal within $U_{c, \beta_{c, 1}}$ for each $c \leqslant c^{*}$;
- when $c \in\left(c^{*}, c^{\prime}(\delta)\right)$ the point $\beta_{1}+\epsilon_{c}$ belongs to the interior of the square $U_{c, \beta_{1}}$ by (46) and the map $\hat{\zeta}_{c, \beta_{1}}(z)$ from Lemma 3.3 is conformal in this square;
- when $c \in\left[c^{\prime}(\delta), 1\right)$, the map $\zeta_{c, \beta_{1}}(z)$ from Lemma 3.4 is conformal within the square $U_{c, \beta_{1}}$ whose size is proportional to $\delta c$ as in all the other cases, which was the motivating reason behind the definition of $c^{\prime}(\delta)$.


Figure 2. Polygons $\partial U_{c, \beta_{1}}$; panel (a) $c \in\left[c_{r}, c^{*}\right)$; panel (b) $c \in\left(0, c_{r}\right)$.
When $\beta_{1}$ does not belong to the interior of the square $U_{c, \beta_{c, 1}}$, we need to define a polygon $U_{c, \beta_{1}}$ containing $\beta_{1}$ in its interior. For reasons that have to do with future asymptotic analysis, the definition of this polygon is rather technical as well. Let $r>0$ be small enough (in particular, $\left.3 r / 2<\beta_{1}-\alpha_{1}\right)$ and $c_{r}$ be as in Lemma 3.5. When $c \in\left(0, c^{*}\right)$ and $\beta_{1} \notin U_{c, \beta_{c, 1}}$, we set

$$
\begin{equation*}
U_{c, \beta_{1}}:=\bigcup_{x \in\left[\beta_{c, 1}+\delta c / 2, \beta_{1}\right]} U(x, \delta c / 6) \cup \bigcup_{x \in\left[\alpha_{1}+3 r / 2, \beta_{1}\right]} U(x, r / 2), \tag{49}
\end{equation*}
$$

where the second union is present only if $c<c_{r}$ and always stays within the rectangle of the second estimate of Lemma 3.5, see Figure 2 (we always can decrease $c_{r}$ if necessary so that $\beta_{c_{r}, 1}+c_{r} / 2<\alpha_{1}+3 r / 2$ ). Notice that the domains $U_{c, \alpha_{1}}, U_{c, \beta_{c, 1}}$, and $U_{c, \beta_{1}}$ are disjoint, however, $\partial U_{c, \beta_{c, 1}}$ and $\partial U_{c, \beta_{1}}$ share a common point when both sets are distinct and non-empty.

The domains $U_{c, \alpha_{2}}, U_{c, \alpha_{c, 2}}$, and $U_{c, \beta_{2}}$ can be defined similarly. We use domains with polygonal boundary rather then disks for a not very deep reason that in this case it is easier to explain uniform boundedness of Cauchy operators on our variable lenses, see [4, Lemma 7.9].

## 4. Orthogonal Polynomials and Riemann-Hilbert Problems

To slightly simplify the notation we agree that from now on all the quantities that depend on the parameter $c$ will simply be labeled by $\vec{n}$ when referred to with $c=c(\vec{n})=n_{1} /|\vec{n}|$.

We let $[\boldsymbol{A}]_{i, j}$ stand for $(i, j)$-th entry of a matrix $\boldsymbol{A}$ and $\boldsymbol{E}_{i, j}$ be the matrix with all zero entries except for $\left[\boldsymbol{E}_{i, j}\right]_{i, j}=1$. Also, we set $\sigma(\vec{n}):=\operatorname{diag}\left(|\vec{n}|,-n_{1},-n_{2}\right), \vec{n}=\left(n_{1}, n_{2}\right)$.
4.1. Initial RH Problem. Consider the following Riemann-Hilbert problem (RHP-Y): find a $2 \times 2$ matrix function $\boldsymbol{Y}(z)$ such that
(a) $\boldsymbol{Y}(z)$ is analytic in $\mathbb{C} \backslash\left(\Delta_{1} \cup \Delta_{2}\right)$ and $\lim _{z \rightarrow \infty} \boldsymbol{Y}(z) z^{-\sigma(\vec{n})}=\boldsymbol{I}$;
(b) $\boldsymbol{Y}(z)$ has continuous traces on each $\Delta_{i}^{\circ}$ that satisfy

$$
\boldsymbol{Y}_{+}(x)=\boldsymbol{Y}_{-}(x)\left(\boldsymbol{I}+\rho_{i}(x) \boldsymbol{E}_{1, i+1}\right), \quad i \in\{1,2\}
$$

(c) the entries of the $(i+1)$-st column of $\boldsymbol{Y}(z)$ behave like $O(\log |z-e|)$ while the remaining entries stay bounded as $z \rightarrow e \in\left\{\alpha_{i}, \beta_{i}\right\}, i \in\{1,2\}$.

Let $R_{\vec{n}}^{(i)}(z), i \in\{1,2\}$, be the $i$-th function of the second kind associated with $P_{\vec{n}}(x)$. That is,

$$
\begin{equation*}
R_{\vec{n}}^{(i)}(z):=\frac{1}{2 \pi \mathrm{i}} \int \frac{P_{\vec{n}}(x) \rho_{i}(x) d x}{x-z}=\frac{h_{\vec{n}, i}}{z^{n_{i}+1}}+O\left(\frac{1}{z^{n_{i}+2}}\right), \quad z \in \overline{\mathbb{C}} \backslash \Delta_{i} \tag{50}
\end{equation*}
$$

where the estimate follows from (1) and (4) and holds as $z \rightarrow \infty$. Assume that the multi-index $\vec{n}$ is such that

$$
\begin{equation*}
\operatorname{deg}\left(P_{\vec{n}}\right)=|\vec{n}| \quad \text { and } \quad h_{\vec{n}-\vec{e}_{1}, 1} h_{\vec{n}-\vec{e}_{2}, 2} \neq 0 . \tag{51}
\end{equation*}
$$

The following lemma holds, see [22, Proposition 3.1].
Lemma 4.1. If $P_{\vec{n}}(z)$ satisfying (1) and $R_{\vec{n}}^{(i)}(z), i \in\{1,2\}$, given by (50), satisfy (51), then RHP- $Y$ is solved by

$$
\boldsymbol{Y}(z)=\left(\begin{array}{ccc}
P_{\vec{n}}(z) & R_{\vec{n}}^{(1)}(z) & R_{\vec{n}}^{(2)}(z)  \tag{52}\\
h_{\vec{n}-\vec{e}_{1}, 1}^{-1} P_{\vec{n}-\vec{e}_{1}}(z) & h_{\vec{n}-\vec{e}_{1}, 1}^{-1} R_{\vec{n}-\vec{e}_{1}}^{(1)}(z) & h_{\vec{n}-\vec{e}_{1}, 1}^{-1} R_{\vec{n}-\vec{e}_{1}}^{(2)}(z) \\
h_{\vec{n}-\vec{e}_{2}, 2}^{-1} P_{\vec{n}-\vec{e}_{2}}(z) & h_{\vec{n}-\vec{e}_{2}, 2}^{-1} R_{\vec{n}-\vec{e}_{2}}^{(1)}(z) & h_{\vec{n}-\vec{e}_{2}, 2}^{-1} R_{\vec{n}-\vec{e}_{2}}^{(2)}(z)
\end{array}\right) .
$$

Conversely, if a solution of RHP-Y exists, then it is unique and is given by (52) with $P_{\vec{n}}(z)$ and $R_{\vec{n}}^{(i)}(z), i \in\{1,2\}$, necessarily satisfying (51).
4.2. Opening of the Lenses. The next step in the Riemann-Hilbert analysis consists in factorizing the jump matrix and moving some of the jump relations into the complex plane, the so-called "opening of the lenses". In constructing this lens we rely heavily on the material of Section 3.3.


Figure 3. The boundaries $\partial U_{\vec{n}, \alpha_{1}}$ and $\partial U_{\vec{n}, \beta_{\vec{n}, 1}}$, arcs $\Gamma_{\vec{n}, 1}^{ \pm}$, and domains $\Omega_{\vec{n}, 1}^{ \pm}$(shaded).
Given $\delta \in\left(0, \delta_{\Delta}\right]$, see (44), let $U_{\vec{n}, e}, e \in\left\{\alpha_{1}, \beta_{\vec{n}, 1}, \beta_{1}\right\}$, be the squares defined in (48) and (49) (and via similar formulae at $\left\{\alpha_{2}, \alpha_{\vec{n}, 2}, \beta_{2}\right\}$ ). Recall the definition of the rays $I_{ \pm}$ after (36) and the conformal maps constructed in (39)-(42). Let $\tau_{*}$ be as in Section 2.2, $c^{*}$ as in (10), and $c^{\prime}(\delta)$ as defined before (46). Set $\zeta_{\vec{n}, \alpha_{1}}(z):=\zeta_{c(\vec{n}), \alpha_{1}}(z)$, see (39),

$$
\zeta_{\vec{n}, \beta_{1}}(z):= \begin{cases}\zeta_{\beta_{\vec{n}, 1}}(z), & c(\vec{n}) \leqslant c^{*}, \quad \zeta_{\beta_{\vec{n}, 1}}\left(\beta_{1}\right)>\tau_{*}|\vec{n}|^{-2 / 3}  \tag{53}\\ \zeta_{\beta_{\vec{n}, 1}}(z)-\zeta_{\beta_{\vec{n}, 1}}\left(\beta_{1}\right), & c(\vec{n}) \leqslant c^{*}, \quad \zeta_{\beta_{\vec{n}, 1}}\left(\beta_{1}\right) \leqslant \tau_{*}|\vec{n}|^{-2 / 3}\end{cases}
$$

where $\zeta_{\beta_{\vec{n}, 1}}(z)$ is given by (40) (notice that $\zeta_{\beta_{c, 1}}\left(\beta_{1}\right) \geqslant 0$ when $c \leqslant c^{*}$ ), and

$$
\zeta_{\vec{n}, \beta_{1}}(z):= \begin{cases}\hat{\zeta}_{c(\vec{n}), \beta_{1}}(z), & c^{*}<c(\vec{n})<c^{\prime}(\delta), \quad \text { see }(41),  \tag{54}\\ \zeta_{c(\vec{n}), \beta_{1}}(z), & c^{\prime}(\delta) \leqslant c(\vec{n}), \quad \text { see } \quad(42)\end{cases}
$$

(let us emphasize that the choice whether (41) or (42) is used does depend on the value of $\delta$; in the first line of (54) we also slightly departed from our labeling convention, hopefully without much ambiguity). The maps $\zeta_{\vec{n}, \alpha_{2}}(z)$ and $\zeta_{\vec{n}, \beta_{2}}(z)$ can be defined similarly.

We now select open Jordan $\operatorname{arcs} \Gamma_{\vec{n}, i}^{ \pm}$connecting $\alpha_{\vec{n}, i}$ to $\beta_{\vec{n}, i}$ so that

$$
\begin{equation*}
\zeta_{\vec{n}, \beta_{i}}\left(\Gamma_{\vec{n}, i}^{ \pm} \cap U_{\vec{n}, \beta_{\vec{n}, i}}\right) \subset I_{ \pm}, \quad \zeta_{\alpha_{\vec{n}, i}}\left(\Gamma_{\vec{n}, i}^{ \pm} \cap U_{\vec{n}, \alpha_{\vec{n}, i}}\right) \subset I_{\mp}, \tag{55}
\end{equation*}
$$

and that consist of straight line segments outside of $U_{\vec{n}, e}, e \in E_{\vec{n}}$, see Figure 3. These arcs are oriented from $\alpha_{\vec{n}, i}$ to $\beta_{\vec{n}, i}$. We denote by $\Omega_{\vec{n}, i}^{ \pm}$the domains delimited by $\Gamma_{\vec{n}, i}^{ \pm}$and $\Delta_{\vec{n}, i}$.

As $\rho_{i}(x)$ is a restriction of an analytic function, that we keep denoting by $\rho_{i}(z)$, we can decrease the constant $\delta_{\Delta}$, if necessary, so that $\rho_{i}(z)$ is analytic and non-vanishing in a simply connected neighborhood of the connected component intersecting $\Delta_{i}$ of the above constructed lens for any value of $\delta \leqslant \delta_{\Delta}$.
4.3. Factorized Riemann-Hilbert Problem. For compactness of notation, we introduce transformations $\mathrm{T}_{i}, i \in\{1,2\}$, that act on $2 \times 2$ matrices in the following way:

$$
\mathrm{T}_{1}\left(\begin{array}{ll}
e_{11} & e_{12} \\
e_{21} & e_{22}
\end{array}\right)=\left(\begin{array}{ccc}
e_{11} & e_{12} & 0 \\
e_{21} & e_{22} & 0 \\
0 & 0 & 1
\end{array}\right) \quad \text { and } \quad \mathrm{T}_{2}\left(\begin{array}{ll}
e_{11} & e_{12} \\
e_{21} & e_{22}
\end{array}\right)=\left(\begin{array}{ccc}
e_{11} & 0 & e_{12} \\
0 & 1 & 0 \\
e_{21} & 0 & e_{22}
\end{array}\right) .
$$

Given $\boldsymbol{Y}(z)$, the solution of RHP- $\boldsymbol{Y}$, set

$$
\boldsymbol{X}(z):=\boldsymbol{Y}(z) \begin{cases}\mathrm{T}_{i}\left(\begin{array}{cc}
1 & 0 \\
\mp 1 / \rho_{i}(z) & 1
\end{array}\right), & z \in \Omega_{\vec{n}, i}^{ \pm}  \tag{56}\\
\boldsymbol{I}, & \text { otherwise }\end{cases}
$$

Then $\boldsymbol{X}(z)$ solves the following Riemann-Hilbert problem (RHP- $\boldsymbol{X}$ ):
(a) $\boldsymbol{X}(z)$ is analytic in $\mathbb{C} \backslash \cup_{i=1}^{2}\left(\Delta_{i} \cup \Gamma_{\vec{n}, i}^{+} \cup \Gamma_{\vec{n}, i}^{-}\right)$and $\lim _{z \rightarrow \infty} \boldsymbol{X}(z) z^{-\sigma(\vec{n})}=\boldsymbol{I}$;
(b) $\boldsymbol{X}(z)$ has continuous traces on $\cup_{i=1}^{2}\left(\Delta_{i}^{\circ} \cup \Gamma_{\vec{n}, i}^{+} \cup \Gamma_{\vec{n}, i}^{-}\right)$that satisfy

$$
\boldsymbol{X}_{+}(s)=\boldsymbol{X}_{-}(s) \begin{cases}\mathrm{T}_{i}\left(\begin{array}{cc}
0 & \rho_{i}(s) \\
-1 / \rho_{i}(s) & 0
\end{array}\right), & s \in \Delta_{\vec{n}, i}, \\
\mathrm{~T}_{i}\left(\begin{array}{cc}
1 & 0 \\
1 / \rho_{i}(s) & 1
\end{array}\right), & s \in \Gamma_{\vec{n}, i}^{+} \cup \Gamma_{\vec{n}, i}^{-}, \\
\mathrm{T}_{i}\left(\begin{array}{cc}
1 & \rho_{i}(s) \\
0 & 1
\end{array}\right), & s \in \Delta_{i}^{\circ} \backslash \Delta_{\vec{n}, i} ;\end{cases}
$$

(c) the entries of the first and $(i+1)$-st columns of $\boldsymbol{X}(z)$ behave like $O(\log |z-e|)$ while the remaining entries stay bounded as $z \rightarrow e \in\left\{\alpha_{i}, \beta_{i}\right\}$.
The following lemma is a combination of [22, Lemma 8.1] and [6, Lemma 6.4].
Lemma 4.2. RHP- $\boldsymbol{X}$ and RHP- $\boldsymbol{Y}$ are simultaneously solvable and the solutions are unique and connected by (56).

## 5. Global Parametrix

As will become apparent later, away from the intervals $\Delta_{\vec{n}, 1}$ and $\Delta_{\vec{n}, 2}$ we expect $\boldsymbol{X}(z)$ to behave like the solution of the following Riemann-Hilbert problem (RHP- $\boldsymbol{N}$ ):
(a) $\boldsymbol{N}(z)$ is analytic in $\mathbb{C} \backslash\left(\Delta_{\vec{n}, 1} \cup \Delta_{\vec{n}, 2}\right)$ and $\lim _{z \rightarrow \infty} \boldsymbol{N}(z) z^{-\sigma(\vec{n})}=\boldsymbol{I}$;
(b) $N(z)$ has continuous traces on each $\Delta_{\vec{n}, i}^{\circ}$ that satisfy

$$
\boldsymbol{N}_{+}(s)=\boldsymbol{N}_{-}(s) \mathrm{T}_{i}\left(\begin{array}{cc}
0 & \rho_{i}(s) \\
-1 / \rho_{i}(s) & 0
\end{array}\right)
$$

(c) it holds that $\boldsymbol{N}(z)=\boldsymbol{O}\left(|z-e|^{-1 / 4}\right)$ as $z \rightarrow e \in E_{\vec{n}}$.

Let $\Phi_{\vec{n}}(\boldsymbol{z}), w_{\vec{n}, i}(z)$, and $S_{\vec{n}}(\boldsymbol{z})$ be the functions given by (24), (21), and (22), respectively. Recall also the definition of $\chi_{\vec{n}}(\boldsymbol{z})$ in (11) as well as (12). Set

$$
\begin{equation*}
\Upsilon_{\vec{n}, i}(z):=A_{\vec{n}, i}\left(\chi_{\vec{n}}(z)-B_{\vec{n}, i}\right)^{-1}, \quad i \in\{1,2\} . \tag{57}
\end{equation*}
$$

It follows from (12) that $\Upsilon_{\vec{n}, i}(\boldsymbol{z})$ is a conformal map of $\boldsymbol{\Im}_{\vec{n}}$ onto $\overline{\mathbb{C}}$ that maps $\infty^{(i)}$ into $\infty$ and $\infty^{(0)}$ into 0 . More precisely, it holds that

$$
\Upsilon_{\vec{n}, i}^{(i)}(z)=z+O(1) \quad \text { and } \quad \Upsilon_{\vec{n}, i}^{(0)}(z)=A_{\vec{n}, i} z^{-1}+O\left(z^{-2}\right)
$$

as $z \rightarrow \infty$. Put $S(z):=\operatorname{diag}\left(S_{\vec{n}}^{(0)}(z), S_{\vec{n}}^{(1)}(z), S_{\vec{n}}^{(2)}(z)\right)$ and define

$$
\boldsymbol{M}(z):=\boldsymbol{S}^{-1}(\infty)\left(\begin{array}{ccc}
1 & 1 / w_{\vec{n}, 1}(z) & 1 / w_{\vec{n}, 2}(z)  \tag{58}\\
\Upsilon_{\vec{n}, 1}^{(0)}(z) & \Upsilon_{\vec{n}, 1}^{(1)}(z) / w_{\vec{n}, 1}(z) & \Upsilon_{\vec{n}, 1}^{(2)}(z) / w_{\vec{n}, 2}(z) \\
\Upsilon_{\vec{n}, 2}^{(0)}(z) & \Upsilon_{\vec{n}, 2}^{(1)}(z) / w_{\vec{n}, 1}(z) & \Upsilon_{\vec{n}, 2}^{(2)}(z) / w_{\vec{n}, 2}(z)
\end{array}\right) \boldsymbol{S}(z)
$$

Then it can be readily verified using (23) that RHP- $\boldsymbol{N}$ is solved by $\boldsymbol{N}(z):=\boldsymbol{C}(\boldsymbol{M} \boldsymbol{D})(z)$, see [4, Section 7.3], where $C$ is a diagonal matrix of constants such that

$$
\begin{equation*}
\lim _{z \rightarrow \infty} \boldsymbol{C D}(z) z^{-\sigma(\vec{n})}=\boldsymbol{I} \quad \text { and } \quad \boldsymbol{D}(z):=\operatorname{diag}\left(\Phi_{\vec{n}}^{(0)}(z), \Phi_{\vec{n}}^{(1)}(z), \Phi_{\vec{n}}^{(2)}(z)\right) \tag{59}
\end{equation*}
$$

Since the jump matrices in RHP- $N($ b) have determinant 1 , it follows from the second identity in (23) and the normalization at infinity that $\operatorname{det} N(z)$ is holomorphic in the entire extended complex plane except for at most square root singularities at the elements of $E_{\vec{n}}$. As those singularities are isolated, they are removable and det $\boldsymbol{N}(z) \equiv 1$. In fact, it holds that $\operatorname{det} \boldsymbol{M}(z) \equiv \operatorname{det} \boldsymbol{D}(z) \equiv \operatorname{det} \boldsymbol{C}=1$.
Lemma 5.1. It holds that ${ }^{2} \boldsymbol{M}(z)=\boldsymbol{O}\left(\delta^{-1 / 2}\right)$ uniformly for $z$ such that $\delta c(\vec{n}) \leqslant$ $\operatorname{dist}\left(z, E_{\vec{n}, 1}\right)$ and $\delta(1-c(\vec{n})) \leqslant \operatorname{dist}\left(z, E_{\vec{n}, 2}\right)$, where the constants in $\boldsymbol{O}(\cdot)$ are independent of $c(\vec{n})$ and $\delta$. Moreover, it holds that

$$
|\boldsymbol{M}(z)| \sim\left(\begin{array}{ccc}
\delta^{-1 / 4} & \delta^{-1 / 4} & 1-c(\vec{n}) \\
\delta^{-1 / 4} & \delta^{-1 / 4} & c(\vec{n})(1-c(\vec{n})) \\
(1-c(\vec{n})) \delta^{-1 / 4} & (1-c(\vec{n})) \delta^{-1 / 4} & 1
\end{array}\right)
$$

uniformly on $\left|z-\alpha_{1}\right|=\delta c(\vec{n})$ and $\left|z-\beta_{\vec{n}, 1}\right|=\delta c(\vec{n})$ and a similar formula holds on $\left|z-\alpha_{\vec{n}, 2}\right|=\delta(1-c(\vec{n}))$ and $\left|z-\beta_{2}\right|=\delta(1-c(\vec{n}))$, where the constants of proportionality are independent of $c(\vec{n})$ and $\delta$.
Proof. This is [4, Lemma 7.3]. There it was stated that $\boldsymbol{M}(z)=\boldsymbol{O}_{\delta}(1)$. However, the actual proof shows that $\boldsymbol{M}(z)=\boldsymbol{O}\left(\delta^{-1 / 2}\right)$, see also the forthcoming Lemma 5.2.

Let $\Pi_{\vec{n}}(\boldsymbol{z})$ be the rational function defined in (15). Furthermore, let $\Pi_{\vec{n}, i}(\boldsymbol{z}), i \in\{1,2\}$, be the rational functions on $\Theta_{\vec{n}}$ with the zero/pole divisors and the normalizations given by
(60) $\infty^{(0)}+\infty^{(i)}+2 \infty^{(3-i)}-\boldsymbol{\alpha}_{1}-\boldsymbol{\beta}_{\vec{n}, 1}-\boldsymbol{\alpha}_{\vec{n}, 2}-\boldsymbol{\beta}_{2} \quad$ and $\quad \Pi_{\vec{n}, i}^{(i)}(z)=\frac{1}{z}+O\left(\frac{1}{z^{2}}\right)$
${ }^{2}$ We write $|A(z)| \sim|B(z)|$ if $C^{-1}|A(z)| \leqslant|B(z)| \leqslant C|A(z)|$ for some $C>1$ and $|\boldsymbol{A}(z)| \sim|\boldsymbol{B}(z)|$ if $\left|[\boldsymbol{A}]_{i, j}(z)\right| \sim\left|[\boldsymbol{B}]_{i, j}(z)\right|$ for each pair $i, j \in\{1,2,3\}$.
as $z \rightarrow \infty$. It was shown in [4, Equation (7.7)] that
(61) $\quad \boldsymbol{M}^{-1}(z)=\boldsymbol{S}^{-1}(z)\left(\begin{array}{ccc}\Pi_{\vec{n}}^{(0)}(z) & \Pi_{\vec{n}, 1}^{(0)}(z) & \Pi_{\vec{n}, 2}^{(0)}(z) \\ w_{\vec{n}, 1}(z) \Pi_{\vec{n}}^{(1)}(z) & w_{\vec{n}, 1}(z) \Pi_{\vec{n}, 1}^{(1)}(z) & w_{\vec{n}, 1}(z) \Pi_{\vec{n}, 2}^{(1)}(z) \\ w_{\vec{n}, 2}(z) \Pi_{\vec{n}}^{(2)}(z) & w_{\vec{n}, 2}(z) \Pi_{\vec{n}, 1}^{(2)}(z) & w_{\vec{n}, 2}(z) \Pi_{\vec{n}, 2}^{(2)}(z)\end{array}\right) \boldsymbol{S}(\infty)$.

Then the following lemma takes place.
Lemma 5.2. It holds that $\boldsymbol{M}^{-1}(z)=\boldsymbol{O}\left(\delta^{-1 / 2}\right)$ uniformly for $z$ satisfying $\delta c(\vec{n}) \leqslant$ $\operatorname{dist}\left(z, E_{\vec{n}, 1}\right)$ and $\delta(1-c(\vec{n})) \leqslant \operatorname{dist}\left(z, E_{\vec{n}, 2}\right)$, where the constants in $\boldsymbol{O}(\cdot)$ are independent of $c(\vec{n})$ and $\delta$. Moreover, it holds that

$$
\boldsymbol{M}^{-1}(z)=\boldsymbol{O}\left(\begin{array}{ccc}
\delta^{-1 / 4} & \delta^{-1 / 4} & (1-c(\vec{n})) \delta^{-1 / 4} \\
\delta^{-1 / 4} & \delta^{-1 / 4} & (1-c(\vec{n})) \delta^{-1 / 4} \\
1-c(\vec{n}) & 1-c(\vec{n}) & 1
\end{array}\right)
$$

uniformly on $\left|z-\alpha_{1}\right|=\delta c(\vec{n})$ and $\left|z-\beta_{\vec{n}, 1}\right|=\delta c(\vec{n})$ and a similar formula holds on $\left|z-\alpha_{\vec{n}, 2}\right|=\delta(1-c(\vec{n}))$ and $\left|z-\beta_{2}\right|=\delta(1-c(\vec{n}))$, where $\boldsymbol{O}(\cdot)$ is independent of $c(\vec{n})$ and $\delta$.

Proof. It was shown in [4, Lemma 7.3] that
(62)
$\left\{\begin{array}{l}\boldsymbol{S}(\infty) \sim \operatorname{diag}\left(c(\vec{n})^{-1 / 3}(1-c(\vec{n}))^{-1 / 3}, c(\vec{n})^{2 / 3}(1-c(\vec{n}))^{-1 / 3}, c(\vec{n})^{-1 / 3}(1-c(\vec{n}))^{2 / 3}\right), \\ |\boldsymbol{S}(z)| \sim \boldsymbol{S}(\infty) \operatorname{diag}\left(\delta^{-1 / 4}, \delta^{1 / 4}, 1\right),\end{array}\right.$
uniformly on $\left|z-\alpha_{1}\right|=\delta c(\vec{n})$ and $\left|z-\beta_{\vec{n}, 1}\right|=\delta c(\vec{n})$, where the constants of proportionality are independent of $c(\vec{n})$ and $\delta$. It was further shown in [4, Lemma 5.3] that

$$
(-1)^{3-i}\left(w_{\vec{n}, 1} w_{\vec{n}, 2}\right)(z) \Pi_{\vec{n}, 3-i}(\boldsymbol{z})= \begin{cases}\left(\Upsilon_{\vec{n}, i}^{(2)}-\Upsilon_{\vec{n}, i}^{(1)}\right)(z), & \boldsymbol{z} \in \mathfrak{S}_{\vec{n}}^{(0)}  \tag{63}\\ \left(\Upsilon_{\vec{n}, i}^{(0)}-\Upsilon_{\vec{n}, i}^{(2)}\right)(z), & \boldsymbol{z} \in \boldsymbol{S}_{\vec{n}}^{(1)} \\ \left(\Upsilon_{\vec{n}, i}^{(1)}-\Upsilon_{\vec{n}, i}^{(0)}\right)(z), & \boldsymbol{z} \in \mathfrak{S}_{\vec{n}}^{(2)}\end{cases}
$$

for $i \in\{1,2\}$ and

$$
\left(w_{\vec{n}, 1} w_{\vec{n}, 2}\right)(z) \Pi_{\vec{n}}(z)= \begin{cases}\left(\Upsilon_{\vec{n}, 2}^{(2)} \Upsilon_{\vec{n}, 1}^{(1)}-\Upsilon_{\vec{n}, 2}^{(1)} \Upsilon_{\vec{n}, 1}^{(2)}\right)(z), & z \in \boldsymbol{S}_{\vec{n}}^{(0)}  \tag{64}\\ \left(\Upsilon_{\vec{n}, 2}^{(0)} \Upsilon_{\vec{n}, 1}^{(2)}-\Upsilon_{\vec{n}, 2}^{(2)} \Upsilon_{\vec{n}, 1}^{(0)}\right)(z), & z \in \boldsymbol{S}_{\vec{n}}^{(1)} \\ \left(\Upsilon_{\vec{n}, 2}^{(1)} \Upsilon_{\vec{n}, 1}^{(0)}-\Upsilon_{\vec{n}, 2}^{(0)} \Upsilon_{\vec{n}, 1}^{(1)}\right)(z), & z \in \boldsymbol{S}_{\vec{n}}^{(2)}\end{cases}
$$

Next, it was proven, see [4, Equation (5.23)], that

$$
\begin{equation*}
\sqrt{3\left(\alpha_{2}-\beta_{1}\right)}<\left|w_{\vec{n}, 1}(z)\right| /(c(\vec{n}) \sqrt{\delta})<3 \sqrt{\beta_{2}-\alpha_{1}} \tag{65}
\end{equation*}
$$

on $\left|z-\alpha_{1}\right|=\delta c(\vec{n})$ and $\left|z-\beta_{\vec{n}, 1}\right|=\delta c(\vec{n})$. Finally, it was deduced in [4, Lemma 5.2] that

$$
\left\{\begin{array}{l}
c(\vec{n})^{-1}\left|\Upsilon_{\vec{n}, 1}^{(0)}(z)\right|, c(\vec{n})^{-1}\left|\Upsilon_{\vec{n}, 1}^{(1)}(z)\right|, c(\vec{n})^{-2}\left|\Upsilon_{\vec{n}, 1}^{(2)}(z)\right| \sim 1  \tag{66}\\
(1-c(\vec{n}))^{-2}\left|\Upsilon_{\vec{n}, 2}^{(0)}(z)\right|,(1-c(\vec{n}))^{-2}\left|\Upsilon_{\vec{n}, 2}^{(1)}(z)\right|,\left|\Upsilon_{\vec{n}, 2}^{(2)}(z)\right| \sim 1
\end{array}\right.
$$

on $\left\{z: \operatorname{dist}\left(z, \Delta_{c, 1}\right) \leqslant c \delta_{*}\right\}$ for all $0<\delta_{*} \leqslant\left(\alpha_{2}-\beta_{1}\right) / 2$, where the constants of proportionality depend only on $\delta_{*}$. Then it follows from (61) and (63)-(66) that

$$
\boldsymbol{M}^{-1}(z)=\boldsymbol{S}^{-1}(z) \boldsymbol{O}\left(\begin{array}{ccc}
\delta^{-1 / 2} & c(\vec{n})^{-1} \delta^{-1 / 2} & \delta^{-1 / 2}  \tag{67}\\
c(\vec{n}) & 1 & c(\vec{n}) \\
(1-c(\vec{n}))^{2} & (1-c(\vec{n}))^{2} c(\vec{n})^{-1} & 1
\end{array}\right) \boldsymbol{S}(\infty)
$$

uniformly on $\left|z-\alpha_{1}\right|=\delta c(\vec{n})$ and $\left|z-\beta_{\vec{n}, 1}\right|=\delta c(\vec{n})$, where $\boldsymbol{O}(\cdot)$ is independent of $c(\vec{n})$ and $\delta$ and one needs to observe that the functions in the third row of the middle matrix in (61) are holomorphic at $\alpha_{1}$ and $\beta_{\vec{n}, 1}$ and therefore their estimates, stated in (67), can be obtained via (63)-(66) and the maximum modulus principle for holomorphic functions. The second claim of the lemma now follows from (62) and (67). To see the validity of the first claim, one needs to combine (66)-(67) with the maximum modulus principle as well as the estimate

$$
\begin{aligned}
\left|S_{ \pm}(x)\right|^{-1} \lesssim S^{-1}(\infty) & \operatorname{diag}\left(1, \delta^{-1 / 4}, \delta^{-1 / 4}\right) \\
& x \in\left(\alpha_{1}+\delta c(\vec{n}), \beta_{\vec{n}, 1}-\delta c(\vec{n})\right) \cup\left(\alpha_{\vec{n}, 2}+\delta c(\vec{n}), \beta_{2}-\delta c(\vec{n})\right),
\end{aligned}
$$

that follows from [4, Lemma 5.4].

## 6. Local Parametrices

To describe the behavior of $\boldsymbol{X}(z)$ within the domains $U_{\vec{n}, e}$, we are seeking solutions of the following Riemann-Hilbert problems (RHP- $\boldsymbol{P}_{e}$ ):
(a-c) $\boldsymbol{P}_{e}(z)$ satisfies RHP- $\boldsymbol{X}(\mathrm{a}-\mathrm{c})$ within $U_{\vec{n}, e}$;
(d) $\boldsymbol{P}_{e}(s)=\boldsymbol{M}(s)\left(\boldsymbol{I}+\boldsymbol{O}\left(\delta^{-3 / 2} \varepsilon_{\vec{n}}^{1 / 3}\right)\right) \boldsymbol{D}(s)$ uniformly on $\partial U_{\vec{n}, e}$.

The asymptotic formula in RHP- $\boldsymbol{P}_{e}(\mathrm{~d})$ will hold as long as $\delta^{-3 / 2} \varepsilon_{\vec{n}} \leqslant \mathfrak{b}$ for some $\mathfrak{b}>0$ fixed and small enough, which is of course the only asymptotically interesting case, and constants in $\boldsymbol{O}(\cdot)$ will depend on $\mathfrak{b}$, but will be independent of $\delta$ and $\vec{n}$. We solve RHP- $\boldsymbol{P}_{e}$ only for $e \in\left\{\alpha_{1}, \beta_{\vec{n}, 1}, \beta_{1}\right\}$ with the understanding that solutions for $e \in\left\{\alpha_{2}, \alpha_{\vec{n}, 2}, \beta_{2}\right\}$ are constructed similarly.
6.1. Local Parametrix at $\alpha_{1}$. Observe that the principal branch $\zeta_{\vec{n}, \alpha_{1}}^{1 / 2}(z)$ is positive on $\left(-\infty, \alpha_{1}\right)$, see Lemma 3.1. Since $\Phi_{\vec{n}}(\boldsymbol{z})$ has a pole at $\infty^{(0)}$ and a zero at $\infty^{(1)}$, it follows from (26) and (39) that

$$
\begin{equation*}
\exp \left\{4|\vec{n}| \zeta_{\vec{n}, \alpha_{1}}^{1 / 2}(z)\right\}=\Phi_{\vec{n}}^{(0)}(z) / \Phi_{\vec{n}}^{(1)}(z), \quad z \in U_{\vec{n}, \alpha_{1}} \tag{68}
\end{equation*}
$$

According to (48), the square $U_{\vec{n}, \alpha_{1}}$ contains a disk of radius at least $K \delta c(\vec{n}) / \sqrt{2}$ centered at $\alpha_{1}$. Then Lemma 3.1 and (38) yield that

$$
\begin{equation*}
A_{\alpha_{1}}^{*}\left(\delta n_{1}^{2}\right) \leqslant|\vec{n}|^{2} \min _{s \in \partial U_{\vec{n}, \alpha_{1}}}\left|\zeta_{\vec{n}, \alpha_{1}}(s)\right| \tag{69}
\end{equation*}
$$

where $A_{\alpha_{1}}^{*}:=A_{\alpha_{1}} K / \sqrt{2}$. Then RHP- $\Psi_{*}(\mathrm{a}-\mathrm{c})$ and (68) imply that

$$
\begin{equation*}
\boldsymbol{P}_{\alpha_{1}}(z):=\boldsymbol{E}_{\alpha_{1}}(z) \mathbf{T}_{1}\left[\boldsymbol{\Psi}_{*}\left(|\vec{n}|^{2} \zeta_{\vec{n}, \alpha_{1}}(z)\right) \exp \left\{-2|\vec{n}| \zeta_{\vec{n}, \alpha_{1}}^{1 / 2}(z) \sigma_{3}\right\} \rho_{1}^{-\sigma_{3} / 2}(z)\right] \boldsymbol{D}(z) \tag{70}
\end{equation*}
$$

satisfies RHP- $\boldsymbol{P}_{\alpha_{1}}(\mathrm{a}-\mathrm{c})$ for any holomorphic prefactor $\boldsymbol{E}_{\alpha_{1}}(z)$. Using RHP- $\boldsymbol{N}(\mathrm{b})$ and the definition of $\boldsymbol{N}(z)$ in terms of $\boldsymbol{M}(z)$ after (58), which implies that these matrices obey exactly the same jump relations, one can readily check that

$$
\begin{equation*}
\boldsymbol{E}_{\alpha_{1}}(z):=\boldsymbol{M}(z) \mathrm{T}_{1}\left[\left(\sigma_{3} \boldsymbol{K} \sigma_{3}\right)\left(|\vec{n}|^{2} \zeta_{\vec{n}, \alpha_{1}}(z)\right) \rho_{1}^{-\sigma_{3} / 2}(z)\right]^{-1} \tag{71}
\end{equation*}
$$

is holomorphic in $U_{\vec{n}, \alpha_{1}} \backslash\left\{\alpha_{1}\right\}$. Since the first and second columns of $\boldsymbol{M}(z)$ have at most quarter root singularities at $\alpha_{1}$ and the third one is bounded, see Lemma 5.1, $\boldsymbol{E}_{\alpha_{1}}(z)$ is in fact holomorphic in $U_{\vec{n}, \alpha_{1}}$. Therefore, it follows from RHP- $\Psi_{*}(\mathrm{~d})$ and (69) that

$$
\begin{equation*}
\boldsymbol{P}_{\alpha_{1}}(s)=\boldsymbol{M}(s)\left(\boldsymbol{I}+\boldsymbol{O}\left(\delta^{-1 / 2} n_{1}^{-1}\right)\right) \boldsymbol{D}(s), \quad s \in \partial U_{\vec{n}, \alpha_{1}} \tag{72}
\end{equation*}
$$

where $\boldsymbol{O}(\cdot)$ is independent of $\vec{n}$ and $\delta$, but does depend on $\mathfrak{b}$, which needs to be small enough so that RHP- $\Psi_{*}(\mathrm{~d})$ is applicable. Recall also that $\operatorname{det} \boldsymbol{M}(z) \equiv \operatorname{det} \boldsymbol{D}(z) \equiv 1$ as explained between (59) and (61). Hence, it holds that det $\boldsymbol{E}_{\boldsymbol{\alpha}_{1}}(z) \equiv 1 / \sqrt{2}$ and respectively $\operatorname{det} \boldsymbol{P}_{\alpha_{1}}(z) \equiv 1$.
6.2. Local Parametrix at $\beta_{1}$ when $c^{\prime}(\delta) \leqslant c(\vec{n})$. In this case $\zeta_{\vec{n}, \beta_{1}}(z)$ is given by the second line in (54), i.e., by (42). Lemma 3.4 yields that the principal square root branch of this map is positive for $x>\beta_{1}$ (within the domain of conformality). Thus, we can deduce from continuity in the parameter $c$ as well as (41) that this branch is given by the expression within the parenthesis in (42). Hence, it follows from (26) that

$$
\exp \left\{4|\vec{n}| \zeta_{\vec{n}, \beta_{1}}^{1 / 2}(z)\right\}=\Phi_{\vec{n}}^{(0)}(z) / \Phi_{\vec{n}}^{(1)}(z), \quad z \in U_{\vec{n}, \beta_{1}}
$$

Recall that $\sqrt{z_{c}-\beta_{1}} \geqslant\left(K_{2} / K_{1}\right) \delta$ for $c \geqslant c^{\prime}(\delta)$ by the very definition of $c^{\prime}(\delta)$ just before (46). Since $c^{*}<c(\vec{n})$, the square $U_{\vec{n}, \beta_{1}}$ contains a disk of radius at least $K \delta c^{*} / \sqrt{2}$ centered at $\beta_{1}=\beta_{\vec{n}, 1}$, see (48). Then it follows from Lemma 3.4 and (38) that

$$
\begin{equation*}
A_{\beta_{1}}^{*}\left(\delta^{3}|\vec{n}|^{2}\right) \leqslant|\vec{n}|^{2} \min _{s \in \partial U_{\vec{n}, \beta_{1}}}\left|\zeta_{\vec{n}, \beta_{1}}(s)\right|, \tag{73}
\end{equation*}
$$

where $A_{\beta_{1}}^{*}:=c^{*} A_{\beta_{1}} K\left(K_{2} / K_{1}\right)^{2} / \sqrt{2}$. Similarly to (70)-(71), a solution of RHP- $\boldsymbol{P}_{\beta_{1}}$ is given by

$$
\begin{cases}\boldsymbol{P}_{\beta_{1}}(z):= & \boldsymbol{E}_{\beta_{1}}(z) \mathrm{T}_{1}\left[\boldsymbol{\Psi}\left(|\vec{n}|^{2} \zeta_{\vec{n}, \beta_{1}}(z)\right) \exp \left\{-2|\vec{n}| \zeta_{\vec{n}, \beta_{1}}^{1 / 2}(z) \sigma_{3}\right\} \rho_{1}^{-\sigma_{3} / 2}(z)\right] \boldsymbol{D}(z)  \tag{74}\\ \boldsymbol{E}_{\beta_{1}}(z):= & \boldsymbol{M}(z) \mathrm{T}_{1}\left[\boldsymbol{K}\left(|\vec{n}|^{2} \zeta_{\vec{n}, \beta_{1}}(z)\right) \rho_{1}^{-\sigma_{3} / 2}(z)\right]^{-1}\end{cases}
$$

It again holds that $\operatorname{det} \boldsymbol{P}_{\beta_{1}}(z) \equiv 1$. We also get from RHP- $\Psi(\mathrm{d})$ and (73) that the error term in RHP- $\boldsymbol{P}_{\beta_{1}}(\mathrm{~d})$ is of order $\boldsymbol{O}\left(\delta^{-3 / 2}|\vec{n}|^{-1}\right)$ with constants independent of $\delta$ and $\vec{n}$ but dependent on $\mathfrak{b}$, which needs to be small enough so that RHP- $\Psi(\mathrm{d})$ is applicable.
6.3. Local Parametrix at $\beta_{1}$ when $c^{*}<c(\vec{n})<c^{\prime}(\delta)$. In this case $\zeta_{\vec{n}, \beta_{1}}(z)$ is defined by the first line of (54), i.e., (41). Hence, it follows from (26) and (41) that

$$
\begin{equation*}
\exp \left\{-\frac{4}{3}\left(\zeta_{\vec{n}, \beta_{1}}^{3 / 2}(z)-\zeta_{\vec{n}, \beta_{1}}\left(\beta_{1}+\epsilon_{\vec{n}}\right) \zeta_{\vec{n}, \beta_{1}}^{1 / 2}(z)\right)\right\}=\Phi_{\vec{n}}^{(0)}(z) / \Phi_{\vec{n}}^{(1)}(z), \quad z \in U_{\vec{n}, \beta_{1}} \tag{75}
\end{equation*}
$$

In the considered region of the parameter $c(\vec{n})$ each square $U_{\vec{n}, \beta_{1}}$ is defined in (48) with $K=1$. Thus, it follows directly from (45) and (46) that

$$
|\vec{n}|^{2 / 3} \min _{s \in \partial U_{\vec{n}, \beta_{1}}}\left|\zeta_{\vec{n}, \beta_{1}}(s)\right| \geqslant\left\{\begin{array}{l}
|\vec{n}|^{2 / 3} \zeta_{\vec{n}, \beta_{1}}\left(\beta_{1}+\epsilon_{\vec{n}}\right)=:-s_{\vec{n}}  \tag{76}\\
K_{2} \delta|\vec{n}|^{2 / 3}
\end{array}\right.
$$

Then, as in the previous two subsections, one can verify using (75)-(76), RHP- $\widetilde{\Phi}$, and RHP- $\boldsymbol{N}(\mathrm{b})$ that RHP $-\boldsymbol{P}_{\beta_{1}}$ is solved by
(77)
$\left\{\begin{array}{l}\boldsymbol{P}_{\beta_{1}}(z):=\boldsymbol{E}_{\beta_{1}}(z) \mathrm{T}_{1}\left[\widetilde{\boldsymbol{\Phi}}\left(|\vec{n}|^{2 / 3} \zeta_{\vec{n}, \beta_{1}}(z) ; s_{\vec{n}}\right)\left(\boldsymbol{\Phi}_{\vec{n}}^{(0)} / \Phi_{\vec{n}}^{(1)}\right)^{-\sigma_{3} / 2}(z) \rho_{1}^{-\sigma_{3} / 2}(z)\right] \boldsymbol{D}(z), \\ \boldsymbol{E}_{\beta_{1}}(z):=\boldsymbol{M}(z) \mathrm{T}_{1}\left[\boldsymbol{K}\left(|\vec{n}|^{2 / 3} \zeta_{\vec{n}, \beta_{1}}(z)\right) \rho_{1}^{-\sigma_{3} / 2}(z)\right]^{-1},\end{array}\right.$
where $\boldsymbol{E}_{\beta_{1}}(z)$ is holomorphic in $U_{\vec{n}, \beta_{1}}$ and the error term in RHP- $\boldsymbol{P}(\mathrm{d})$ is of order $\boldsymbol{O}\left(\delta^{-1 / 2}|\vec{n}|^{-1 / 3}\right)$ with constants independent of $\delta$ and $\vec{n}$ but dependent on $\mathfrak{b}$, which needs to be small enough so that RHP- $\widetilde{\Phi}(\mathrm{d})$ is applicable. Observe that if $c(\vec{n})$ 's are separated away from $c^{*}$, then $s_{\vec{n}} \sim-|\vec{n}|^{2 / 3}$ and the error term can be improved to $\boldsymbol{O}\left(\delta^{-1 / 2}|\vec{n}|^{-1}\right)$. As before, $\operatorname{det} \boldsymbol{P}_{\beta_{1}}(z) \equiv 1$.
6.4. Local Parametrix at $\beta_{\vec{n}, 1}$ when $c(\vec{n}) \leqslant c^{*}$ and $\zeta_{\beta_{\vec{n}, 1}}\left(\beta_{1}\right) \leqslant \tau_{*}|\vec{n}|^{-2 / 3}$. Recall also that we set $\zeta_{\vec{n}, \beta_{1}}(z)=\zeta_{\beta_{\vec{n}, 1}}(z)-\zeta_{\beta_{\vec{n}, 1}}\left(\beta_{1}\right)$ in (53). We get from Lemma 3.2 that the principal branch $\zeta_{\beta_{\vec{n}, 1}}^{3 / 2}(z)$ is positive on $\left(\beta_{c, 1}, \alpha_{2}\right)$. It can be readily inferred from (43) and the first estimate of Lemma 3.5 that this branch is equal to the expression within the parenthesis in (40). Thus, it follows from (26) that

$$
\begin{equation*}
\exp \left\{-\frac{4}{3}|\vec{n}| \zeta_{\beta_{\vec{n}, 1}}^{3 / 2}(z)\right\}=\Phi_{\vec{n}}^{(0)}(z) / \Phi_{\vec{n}}^{(1)}(z), \quad z \in U_{\vec{n}, \beta_{\vec{n}, 1}} \tag{78}
\end{equation*}
$$

Define $s_{\vec{n}}:=|\vec{n}|^{2 / 3} \zeta_{\beta_{\vec{n}, 1}}\left(\beta_{1}\right) \in\left[0, \tau_{*}\right]$, where the last conclusion is the restriction placed on $s_{\vec{n}}$ in this subsection. This restriction, Lemma 3.2, and (38) imply that

$$
\left|\beta_{\vec{n}, 1}-\beta_{1}\right| \leqslant\left(c^{*}\right)^{1 / 3} A_{\beta_{1}}^{-1} \tau_{*}|\vec{n}|^{-2 / 3}
$$

In particular, as $\beta_{c, 1}$ is a continuous increasing function of $c \in\left[0, c^{*}\right]$ with $\beta_{c^{*}, 1}=\beta_{1}$, recall (10), it must necessarily hold that $c(\vec{n}) \rightarrow c^{*}$. Thus, by recalling (48), we see that uniformly for all $|\vec{n}|$ large enough the square $U_{\vec{n}, \beta_{\vec{n}, 1}}$ contains a disk of radius at least $\delta c^{*} / 2 \sqrt{2}$ centered at $\beta_{1}$ (the factor $1 / 2$ is there to move the center from $\beta_{\vec{n}, 1}$ to $\beta_{1}$ ). Then Lemma 3.2 and (38) yield that

$$
\begin{equation*}
\tilde{A}_{\beta_{1}}\left(\delta|\vec{n}|^{2 / 3}\right) \leqslant|\vec{n}|^{2 / 3} \min _{s \in \partial U_{\vec{n}, \beta_{\vec{n}}, 1}}\left|\zeta_{\vec{n}, \beta_{1}}(s)\right| \tag{79}
\end{equation*}
$$

where $\tilde{A}_{\beta_{1}}:=\left(c^{*}\right)^{2 / 3} A_{\beta_{1}} / 2 \sqrt{2}$. As before, one can check using RHP- $\Phi(\mathrm{a}-\mathrm{c})$ and RHP$N(b)$ that

$$
\left\{\begin{array}{l}
\boldsymbol{P}_{\beta_{\vec{n}, 1}}(z):=\boldsymbol{E}_{\beta_{\vec{n}, 1}}(z) \mathrm{T}_{1}\left[\boldsymbol{\Phi}\left(|\vec{n}|^{2 / 3} \zeta_{\vec{n}, \beta_{1}}(z) ; s_{\vec{n}}\right) \exp \left\{\frac{2}{3}|\vec{n}| \zeta_{\beta_{\vec{n}, 1}}^{3 / 2}(z) \sigma_{3}\right\} \rho_{1}^{-\sigma_{3} / 2}(z)\right] \boldsymbol{D}(z)  \tag{80}\\
\boldsymbol{E}_{\beta_{\vec{n}, 1}}(z):=\boldsymbol{M}(z) \mathrm{T}_{1}\left[\boldsymbol{K}\left(|\vec{n}|^{2 / 3} \zeta_{\beta_{\vec{n}, 1}}(z)\right) \rho_{1}^{-\sigma_{3}}(z)\right]^{-1}
\end{array}\right.
$$

satisfies RHP- $\boldsymbol{P}_{\beta_{\vec{n}, 1}}(\mathrm{a}-\mathrm{c})$ and that the prefactor $\boldsymbol{E}_{\beta_{\vec{n}, 1}}(z)$ is holomorphic in $U_{\vec{n}, \beta_{\vec{n}, 1}}$ (it is by design that $\zeta_{\vec{n}, \beta_{1}}(z)$ is used as the argument of $\boldsymbol{\Phi}(\zeta)$ and $\zeta_{\beta_{\vec{n}, 1}}(z)$ is used everywhere else). Since

$$
\left|\frac{\zeta_{\beta_{\vec{n}, 1}}(s)}{\zeta_{\vec{n}, \beta_{1}}(s)}\right| \leqslant 1+\left|\frac{\zeta_{\beta_{\vec{n}, 1}}\left(\beta_{1}\right)}{\zeta_{\vec{n}, \beta_{1}}(s)}\right| \leqslant 1+\frac{\left(\tau_{*} / \tilde{A}_{\beta_{1}}\right)}{\delta|\vec{n}|^{2 / 3}},
$$

it holds that

$$
\boldsymbol{K}^{-1}\left(|\vec{n}|^{2 / 3} \zeta_{\beta_{\vec{n}, 1}}(z)\right) \boldsymbol{K}\left(|\vec{n}|^{2 / 3} \zeta_{\vec{n}, \beta_{1}}(z)\right)=\boldsymbol{I}+\boldsymbol{O}\left(\delta^{-1}|\vec{n}|^{-2 / 3}\right)
$$

where $\boldsymbol{O}(\cdot)$ is independent of $\delta$ and $\vec{n}$ as long as $\delta|\vec{n}|^{2 / 3} \geqslant \tau_{*} / 2 \tilde{A}_{\beta_{1}}$. Assume further that $\delta|\vec{n}|^{2 / 3}$ is large enough so that RHP- $\Phi(\mathrm{d})$ takes place. Then (78), (79), and RHP- $\Phi(\mathrm{d})$ that imply that RHP- $\boldsymbol{P}_{\beta_{\vec{n}, 1}}(\mathrm{~d})$ holds with the error term of order $\boldsymbol{O}\left(\delta^{-1}|\vec{n}|^{-1 / 3}\right)$. As in the previous subsections, we point out that $\operatorname{det} \boldsymbol{P}_{\beta_{\vec{n}, 1}}(z) \equiv 1$.
6.5. Local Parametrix at $\beta_{\vec{n}, 1}$ when $c(\vec{n}) \leqslant c^{*}$ and $\zeta_{\beta_{\vec{n}, 1}}\left(\beta_{1}\right)>\tau_{*}|\vec{n}|^{-2 / 3}$. It follows from (40) that (78) still holds with $\zeta_{\vec{n}, \beta_{1}}(z)$ "replaced" by $\zeta_{\beta_{\vec{n}, 1}}(z)$ as these symbols denote the same function in the considered case, see (53). Definition of $U_{\vec{n}, \beta_{\vec{n}, 1}}$ in (48) implies that this square contains a disk of radius at least $\delta c(\vec{n}) / 3 \sqrt{2}$. Therefore, Lemma 3.2 and (38) yield that

$$
\begin{equation*}
A_{\beta_{1}}^{*}\left(\delta n_{1}^{2 / 3}\right) \leqslant|\vec{n}|^{2 / 3} \min _{s \in \partial U_{\vec{n}, \beta_{\vec{n}}, 1}}\left|\zeta_{\vec{n}, \beta_{1}}(s)\right|, \tag{81}
\end{equation*}
$$

where $A_{\beta_{1}}^{*}:=A_{\beta_{1}} / 3 \sqrt{2}$. Let $\boldsymbol{E}_{\beta_{\vec{n}, 1}}(z)$ be the same as in (80), where once again we must keep in mind the relabeling of $\zeta_{\beta_{\vec{n}, 1}}(z)$ as $\zeta_{\vec{n}, \beta_{1}}(z)$. Define

$$
\tau_{\vec{n}}:= \begin{cases}\infty, & \beta_{1} \notin U_{\vec{n}, \beta_{\vec{n}, 1}}, \\ |\vec{n}|^{2 / 3} \zeta_{\vec{n}, \beta_{1}}\left(\beta_{1}\right), & \text { otherwise }\end{cases}
$$

Under the conditions considered in this subsection it holds that $\tau_{\vec{n}}>\tau_{*}$.
The following paragraph is applicable only if $\beta_{1} \in U_{\vec{n}, \beta_{\vec{n}, 1}}$, i.e., when $\tau_{\vec{n}}$ is finite. It follows from (47) that $\beta_{1}-\beta_{\vec{n}, 1} \leqslant 2 \delta c(\vec{n}) / 3 \leqslant 2 c(\vec{n}) / 3$ in this case. Since $\beta_{1}-\beta_{c, 1}$ is a strictly decreasing function of $c$ while $2 c / 3$ is obviously strictly increasing, there exists a unique $\tilde{c}<c^{*}$ such that $\beta_{1}-\beta_{\tilde{c}, 1}=2 \tilde{c} / 3$ (so, $c(\vec{n}) \geqslant \tilde{c}$ when $\tau_{\vec{n}}$ is finite). Each map $\zeta_{\beta_{c, 1}}(z)$ is conformal in $U\left(\beta_{c, 1}, \delta c\right)$ for $c \in\left[\tilde{c}, c^{*}\right]$ and as a family they continuously depend on the parameter $c$. As $\beta_{1}$ is separated from $\partial U_{\vec{n}, \beta_{\vec{n}, 1}}$ by a distance of at least $\delta \tilde{c} / 3 \sqrt{2}$ when $\beta_{1} \in U_{\vec{n}, \beta_{\vec{n}, 1}}$, it follows from a compactness argument that

$$
\left|\zeta_{\vec{n}, \beta_{1}}\left(\beta_{1}\right)-\zeta_{\vec{n}, \beta_{1}}(s)\right| \geqslant d>0, \quad s \in \partial U_{\vec{n}, \beta_{\vec{n}, 1}}
$$

where $d$ is independent of $n$ (but does depend on $\delta$ ). Since $|\vec{n}|^{2 / 3} d>1$ for all $|\vec{n}|$ large enough, we get that $|\vec{n}|^{2 / 3} \zeta_{\vec{n}, \beta_{1}}\left(U_{\vec{n}, \beta_{\vec{n}, 1}}\right)$ contains $\left\{\left|\zeta-\tau_{\vec{n}}\right| \leqslant 1\right\}$ in its interior.

We now get from (81) and RHP- $\Theta$ that RHP- $\boldsymbol{P}_{\beta_{\vec{n}, 1}}$ is solved by

$$
\begin{equation*}
\boldsymbol{P}_{\beta_{\vec{n}, 1}}(z):=\boldsymbol{E}_{\beta_{\vec{n}, 1}}(z) \mathrm{T}_{1}\left[\boldsymbol{\Theta}\left(|\vec{n}|^{2 / 3} \zeta_{\vec{n}, \beta_{1}}(z) ; \tau_{\vec{n}}\right) \exp \left\{\frac{2}{3}|\vec{n}| \zeta_{\vec{n}, \beta_{1}}^{3 / 2}(z) \sigma_{3}\right\} \rho_{1}^{-\sigma_{3} / 2}(z)\right] \boldsymbol{D}(z) \tag{82}
\end{equation*}
$$

where the error term in RHP- $\boldsymbol{P}_{\beta_{\bar{n}, 1}}(\mathrm{~d})$ is of order $\boldsymbol{O}\left(\delta^{-1 / 2} n_{1}^{-1 / 3}\right)$ with constants independent of $\delta$ and $\vec{n}$, which can be improved to $\boldsymbol{O}\left(\delta^{-1 / 2} n_{1}^{-1}\right)$ if $c(\vec{n})$ 's are separated from $c^{*}$. As in all the previous subsections, we have that $\operatorname{det} \boldsymbol{P}_{\beta_{\vec{n}, 1}}(z) \equiv 1$.
6.6. Local Parametrix at $\beta_{1}$ when $\beta_{1} \notin U_{\vec{n}, \beta_{\vec{n}, 1}}$. Observe that it necessarily holds in the considered case that $c(\vec{n})<c^{*}$. Let

$$
I_{1}(z):=\int_{\Delta_{1}} \frac{\rho_{1}(x)}{x-z} \frac{d x}{2 \pi \mathrm{i}}-\frac{\rho_{1}\left(\alpha_{1}\right)}{2 \pi \mathrm{i}} \log \left(z-\alpha_{1}\right), \quad z \notin\left(-\infty, \beta_{1}\right]
$$

where we use the principal branch of the $\operatorname{logarithm}\left(\log \left(x-\alpha_{1}\right)>0\right.$ for $\left.x>\alpha_{1}\right)$. $I_{1}(z)$ is analytic in the domain of its definition, has continuous traces on $\Delta_{1}^{\circ}$ that satisfy $\left(I_{1+}-I_{1-}\right)(x)=\rho_{1}(x)$ according to Plemelj-Sokhotski formulae, see [13, Section I.4.2], it has a logarithmic singularity at $\beta_{1}$ and is bounded in the vicinity of $\alpha_{1}$, see [13, Section I.8.2].

Due to the construction of $U_{\vec{n}, \beta_{1}}$ in (49), $\partial U_{\vec{n}, \beta_{1}}$ never approaches $\beta_{1}$ and hence, $\left|I_{1}(s)\right|$ is uniformly bounded on $\partial U_{\vec{n}, \beta_{1}}$ with the bound dependent on the chosen value of $r$.

Now, it follows from (43), the first and second claims of Lemma 3.5, and the definition of $U_{\vec{n}, \beta_{1}}$ in (49) that

$$
\begin{equation*}
\left|\Phi_{\vec{n}}^{(0)}(z) / \Phi_{\vec{n}}^{(1)}(z)\right|=e^{|\vec{n}| \mathcal{H}_{\vec{n}}(z)} \leqslant e^{-B(\delta / 3)^{3 / 2} n_{1}}=O\left(\delta^{-3 / 2} n_{1}^{-1}\right), \quad z \in \bar{U}_{\vec{n}, \beta_{1}} \tag{83}
\end{equation*}
$$

(here we are using the facts that the second estimate of Lemma 3.5 is needed only when $c(\vec{n})<c_{r}$ and we always can make $c_{r}$ small enough so that $\left.B c_{r}<3^{3 / 2} \epsilon(r)\right)$. Hence, a solution of RHP- $\boldsymbol{P}_{\beta_{1}}$ in this case is given by

$$
\left\{\begin{array}{ll}
\boldsymbol{P}_{\beta_{1}}(z) & :=\boldsymbol{M}(z)\left(\boldsymbol{I}+I_{\vec{n}, 1}(z) \boldsymbol{E}_{1,2}\right) \boldsymbol{D}(z),  \tag{84}\\
I_{\vec{n}, 1}(z) & :=I_{1}(z) \Phi_{\vec{n}}^{(0)}(z) / \boldsymbol{\Phi}_{\vec{n}}^{(1)}(z),
\end{array} \quad z \in U_{\vec{n}, \beta_{1}} \backslash \Delta_{1},\right.
$$

Indeed, as matrices $\boldsymbol{M}(z)$ and $\boldsymbol{D}(z)$ are holomorphic in $U_{\vec{n}, \beta_{1}}$ and $I_{1}(z)$ is holomorphic in $U_{\vec{n}, \beta_{1}} \backslash \Delta_{1}$, the above matrix satisfies RHP- $\boldsymbol{P}_{\beta_{1}}$ (a). Requirement RHP- $\boldsymbol{P}_{\beta_{1}}$ (b) easily follows from the form of the additive jump of $I_{1}(z)$. Since $I_{1}(z)$ appears only in the second column of $\boldsymbol{P}_{\beta_{1}}(z)$ and has a logarithmic singularity at $\beta_{1}$, RHP- $\boldsymbol{P}_{\beta_{1}}(\mathrm{c})$ is fulfilled. Finally, RHP $-\boldsymbol{P}_{\beta_{1}}(\mathrm{~d})$ is a consequence of (83).

## 7. Small Norm Problem

In this section we make the last preparatory step before solving RHP- $\boldsymbol{X}$. Recall (55). Set

$$
\Sigma_{\vec{n}, \delta}:=\partial U_{\vec{n}} \cup\left(\Gamma_{\vec{n}} \backslash \bar{U}_{\vec{n}}\right), \quad U_{\vec{n}}:=\cup_{e} U_{\vec{n}, e}, \quad \Gamma_{\vec{n}}:=\cup_{i=1}^{2}\left(\Gamma_{\vec{n}, i}^{+} \cup \Gamma_{\vec{n}, i}^{-}\right),
$$

see Figure 4 . The parts of $\Sigma_{\vec{n}, \delta}$ that belong to $\Gamma_{\vec{n}}$ inherit their orientation from the original arcs and the individual polygons in $\partial U_{\vec{n}}$ are oriented clockwise. We shall further denote by $\Sigma_{\vec{n}, \delta, 1}$ and $\Sigma_{\vec{n}, \delta, 2}$ the left and right, respectively, connected components of $\Sigma_{\vec{n}, \delta}$ and by $\Sigma_{\vec{n}, \delta}^{\circ}$ the subset of points around which $\Sigma_{\vec{n}, \delta}$ is locally a Jordan arc.


Figure 4. Lens $\Sigma_{\vec{n}, \delta}$ consisting of two connected components $\Sigma_{\vec{n}, \delta, 1}$ (the left one) and $\Sigma_{\vec{n}, \delta, 2}$ (the right one).

Given the global parametrix $\boldsymbol{N}(z)=\boldsymbol{C}(\boldsymbol{M D})(z)$ solving RHP- $\boldsymbol{N}$, see (58) and (59), and local parametrices $\boldsymbol{P}_{e}(z)$ solving RHP- $\boldsymbol{P}_{e}$ and constructed in the previous section, consider the following Riemann-Hilbert Problem (RHP- $Z$ ):
(a) $\boldsymbol{Z}(z)$ is a holomorphic matrix function in $\overline{\mathbb{C}} \backslash \Sigma_{\vec{n}, \delta}$ and $\boldsymbol{Z}(\infty)=\boldsymbol{I}$;
(b) $\boldsymbol{Z}(z)$ has continuous and bounded traces on $\Sigma_{\vec{n}, \delta}^{\circ}$ that satisfy

$$
\boldsymbol{Z}_{+}(s)=\boldsymbol{Z}_{-}(s) \begin{cases}(\boldsymbol{M} \boldsymbol{D})(s)\left(\boldsymbol{I}+\rho_{i}^{-1}(s) \boldsymbol{E}_{1, i+1}\right)(\boldsymbol{M} \boldsymbol{D})^{-1}(s), & s \in \Gamma_{\vec{n}} \backslash \bar{U}_{\vec{n}} \\ \boldsymbol{P}_{e}(s)(\boldsymbol{M} \boldsymbol{D})^{-1}(s), & s \in \partial U_{\vec{n}, e}\end{cases}
$$

where $e \in\left\{\alpha_{1}, \beta_{\vec{n}, 1}, \beta_{1}, \alpha_{2}, \alpha_{\vec{n}, 2}, \beta_{2}\right\}$.
Then the following lemma takes place.

Lemma 7.1. For each $\delta \in\left(0, \delta_{\Delta} / 2\right)$, there exists $\varepsilon_{\delta}>0$ such that RHP- $Z$ is solvable for all $\varepsilon_{\vec{n}} \leqslant \varepsilon_{\delta}$. Moreover, for each $r>0$ small enough there exists a constant $C_{2, r}$, independent of $\delta$ and $\vec{n}$, such that ${ }^{3}$

$$
\left|Z_{i, k}(z)\right| \leqslant C_{2, r} \frac{\varepsilon_{\vec{n}}^{1 / 3}}{\delta^{5}}, \quad \begin{cases}\left|z-\alpha_{1}\right| \geqslant 2 r, & c(\vec{n}) \leqslant c^{* *}  \tag{85}\\ \left|z-\beta_{2}\right| \geqslant 2 r, & c(\vec{n}) \geqslant c^{*}\end{cases}
$$

$i, k \in\{0,1,2\}$, where, for the ease of the future use, we let $Z_{i, k}(z):=[\boldsymbol{Z}(z)]_{i+1, k+1}-\delta_{i k}$, $\delta_{i k}$ is the Kronecker symbol, and $Z_{i, k}(z)$ needs to be replaced by $Z_{i, k \pm}(z)$ for $z \in \Sigma_{\vec{n}, \delta}$. The exponent $1 / 3$ of $\varepsilon_{\vec{n}}$ can be replaced by 1 if we additionally require that $\left|c(\vec{n})-c^{*}\right|, \mid c(\vec{n})-$ $c^{* *} \mid \geqslant \epsilon>0$, where the constants $\varepsilon_{\delta}$ and $C_{2, r}$ will depend on $\epsilon$ in this case.
Proof. Let us more generally consider RHP- $Z$ on $\Sigma_{\vec{n}, v \delta}$, where $v \in[1 / 2,2]$ and we also scale the parameter $r$ by $v$, see (49). Put

$$
\boldsymbol{I}+\boldsymbol{V}(s):=\left(\boldsymbol{Z}_{-}^{-1} \boldsymbol{Z}_{+}\right)(s), \quad s \in \Sigma_{\vec{n}, v \delta}^{\circ}
$$

to be the jump of $\boldsymbol{Z}(z)$ on $\Sigma_{\vec{n}, v \delta}$. It can be readily seen from analyticity of $\boldsymbol{M}(z), \boldsymbol{D}(z)$, $\boldsymbol{P}_{\boldsymbol{e}}(z)$, and RHP- $Z(\mathrm{~b})$ that $\boldsymbol{V}(s)$ can be analytically continued off each Jordan subarc of $\Sigma_{\vec{n}, v \delta}$. Thus, the solutions of RHP- $Z$ for different values of $v$, if exist, are analytic continuations of each other.

Let us now estimate the size of $\boldsymbol{V}(s)$ in the supremum norm. We shall do it only on $\Sigma_{\vec{n}, \nu \delta, 1}$, understanding that the estimates on $\Sigma_{\vec{n}, \nu \delta, 2}$ can be carried out in a similar fashion. For $s \in \partial U_{\vec{n}, e}, e \in\left\{\alpha_{1}, \beta_{\vec{n}, 1}, \beta_{1}\right\}$, it holds that

$$
\boldsymbol{V}(s)=\boldsymbol{P}_{\boldsymbol{e}}(s)(\boldsymbol{M D})^{-1}(s)-\boldsymbol{I}=\boldsymbol{M}(s) \boldsymbol{O}\left(\delta^{-3 / 2} \varepsilon_{\vec{n}}^{1 / 3}\right) \boldsymbol{M}^{-1}(s)=\boldsymbol{O}\left(\delta^{-2} \varepsilon_{\vec{n}}^{1 / 3}\right)
$$

by RHP- $\boldsymbol{P}_{e}(\mathrm{~d})$ and Lemmas 5.1-5.2 (since $v \geqslant 1 / 2$, there is no need to explicitly include it in the estimates). Notice also that the power $1 / 3$ of $\varepsilon_{\vec{n}}$ comes only from the local problems discussed in Sections 6.4-6.5. When $\left|c(\vec{n})-c^{*}\right|,\left|c(\vec{n})-c^{* *}\right| \geqslant \epsilon>0$, the material of Section 6.4 is no longer relevant and the estimate in Section 6.5 is of order $\varepsilon_{\vec{n}}$ as remarked after (82). For $s \in \Gamma_{\vec{n}, 1}^{ \pm} \backslash U_{\vec{n}}$, it follows from the third inequality in Lemma 3.5 and Lemmas 5.1-5.2 that

$$
\begin{aligned}
\boldsymbol{V}(s) & =(\boldsymbol{M} \boldsymbol{D})(s)\left(\boldsymbol{I}+\rho_{1}^{-1}(s) \boldsymbol{E}_{1,2}\right)(\boldsymbol{M} \boldsymbol{D})^{-1}(s)-\boldsymbol{I} \\
& =\rho_{1}^{-1}(s)\left(\boldsymbol{\Phi}_{\vec{n}}^{(1)}(s) / \Phi_{\vec{n}}^{(0)}(s)\right) \boldsymbol{M}(s) \boldsymbol{E}_{2,1} \boldsymbol{M}^{-1}(s)=\boldsymbol{O}\left(\delta^{-7 / 2} \boldsymbol{\varepsilon}_{\vec{n}}\right)
\end{aligned}
$$

Altogether, we have shown that $\|V\|_{\Sigma_{\vec{n}, v \delta}}=O\left(\delta^{-4} \varepsilon_{\vec{n}}^{1 / 3}\right)$, where $O(\cdot)$ is independent of $\delta$ and $\vec{n}$, and that $\|\boldsymbol{V}\|_{\Sigma_{\vec{n}, v \delta}}=O_{\epsilon}\left(\delta^{-4} \varepsilon_{\vec{n}}\right)$ when $\left|c(\vec{n})-c^{*}\right|,\left|c(\vec{n})-c^{* *}\right| \geqslant \epsilon$.

It was explained in [4, Lemma 7.9] that the norms of Cauchy operators (functions are mapped into traces of their Cauchy integrals) as operators from $L^{2}\left(\Sigma_{\vec{n}, v \delta}\right)$ into itself are uniformly bounded above independently of $\vec{n}$ and $v \delta$. Then, as in Section 2, [10, Theorem 8.1] allows us to conclude that RHP- $Z$ is solvable for all $\varepsilon_{\vec{n}} \leqslant \varepsilon_{*} \delta^{12}$ and

$$
\begin{equation*}
\left\|\boldsymbol{Z}_{ \pm}\right\|_{L^{2}\left(\Sigma_{\vec{n}, v \delta}\right)} \leqslant C^{\prime} \delta^{-4} \varepsilon_{\vec{n}}^{1 / 3} \quad \text { or } \quad\left\|\boldsymbol{Z}_{ \pm}\right\|_{L^{2}\left(\Sigma_{\vec{n}, v \delta}\right)} \leqslant C_{\epsilon}^{\prime} \delta^{-4} \varepsilon_{\vec{n}} \tag{86}
\end{equation*}
$$

where $C^{\prime}, C_{\epsilon}^{\prime}$ are independent of $\vec{n}$ and $\delta$ and the second estimate holds when $\mid c(\vec{n})-$ $c^{*}\left|,\left|c(\vec{n})-c^{* *}\right| \geqslant \epsilon\right.$.

Recall now that the squares $U_{\vec{n}, \alpha_{1}}$ and $U_{\vec{n}, \beta_{\vec{n}, 1}}$ have diameters that are at most $2 v \delta c(\vec{n})$ and at least $\min \left\{1 / 3, K^{\prime}\right\} \delta c(\vec{n})$ long, see (48), while the narrowest part of $U_{\vec{n}, \beta_{1}}$ is similarly proportioned, see (49). Moreover, analogous claims hold for $U_{\vec{n}, \alpha_{2}}$ and $U_{\vec{n}, \alpha_{\vec{n}, 2}}$, and $U_{\vec{n}, \beta_{2}}$

[^2]with $c(\vec{n})$ replaced by $1-c(\vec{n})$. Hence, one can choose a finite collection of values for the parameter $v$ (the values $1 / 2,1,2$ should do the job) to make sure that there exists a constant $\gamma \in(0,1)$ such that every $z$ is at least distance $\gamma \delta \varsigma_{\vec{n}}$ away from one of the lenses $\Sigma_{\vec{n}, v \delta}$, where $\varsigma_{\vec{n}}=\min \{c(\vec{n}), 1-c(\vec{n})\}$. Since the arclengths of $\Sigma_{\vec{n}, \nu \delta}$ are uniformly bounded above, it readily follows from the Cauchy integral formula, a straightforward estimate, and the Hölder inequality that
\[

$$
\begin{equation*}
\left|Z_{i, k}^{v}(z)\right| \leqslant C^{\prime \prime}\left(\left\|\boldsymbol{Z}_{+}\right\|_{L^{2}\left(\Sigma_{\vec{n}, v \delta}\right)}+\left\|\boldsymbol{Z}_{-}\right\|_{L^{2}\left(\Sigma_{\vec{n}, v \delta}\right)}\right) /\left(\gamma_{\varsigma_{\vec{n}}} \delta\right) \tag{87}
\end{equation*}
$$

\]

for all $\operatorname{dist}\left(z, \Sigma_{\vec{n}, v \delta}\right) \geqslant \gamma \varsigma_{\vec{n}} \delta$ and $i, k \in\{0,1,2\}$, and some constant $C^{\prime \prime}$, independent of $\vec{n}$ and $\delta$, where the superscript $v$ signifies that these functions come from $\boldsymbol{Z}(z)$ with jump on $\Sigma_{\vec{n}, v \delta}$. As matrices $\boldsymbol{Z}(z)$ for different values of $v$ are analytic continuations of each other, inequality (87) can be improved to

$$
\begin{equation*}
\left|Z_{i, k}(z)\right| \leqslant C^{\prime \prime} \max _{v}\left(\left\|\boldsymbol{Z}_{+}\right\|_{L^{2}\left(\Sigma_{\vec{n}, v \delta}\right)}+\left\|\boldsymbol{Z}_{-}\right\|_{L^{2}\left(\Sigma_{\vec{n}, v \delta}\right)}\right) /\left(\gamma_{\vec{n}} \delta\right) \tag{88}
\end{equation*}
$$

for all $z \in \mathbb{C}$ and $i, k \in\{0,1,2\}$, where $Z_{i, k}(z)$ needs to be replaced by $Z_{i, k \pm}(z)$ for $z \in \Sigma_{\vec{n}, \delta}$.
To prove (85), assume that $c(\vec{n}) \leqslant c^{* *}$ (the cases $c^{*} \leqslant c(\vec{n})$ can be handled similarly). Recall the definition of the polygon $\partial U_{\vec{n}, \beta_{1}}$ in (49), see also Figure 2(b). If we only consider indices $\vec{n}$ such that $c(\vec{n}) \geqslant c_{r}$, then (86) and (88) clearly yield (85). When $c(\vec{n})<c_{r}$, the part of $\Sigma_{\vec{n}, v \delta, 1}$ that lies in $\left\{\left|z-\alpha_{1}\right| \geqslant 2 v r\right\}$ only depends on $v r$ (this must be a part of the boundary of the second union in (49)) and every point of $\left\{\left|z-\alpha_{1}\right| \geqslant 2 r\right\}$ lies distance at least $\gamma \delta$ from one of the sets $\Sigma_{\vec{n}, v \delta, 2}, v \in[1 / 2,1]$ (perhaps at expense of decreasing $\gamma$ ). Thus, similarly to (87), it holds that

$$
\left|Z_{i, k}^{v}(z)\right| \leqslant C_{r}^{\prime \prime}\left(\left\|\boldsymbol{Z}_{+}\right\|_{L^{2}\left(\Sigma_{\vec{n}, v \delta}\right)}+\left\|\boldsymbol{Z}_{-}\right\|_{L^{2}\left(\Sigma_{\vec{n}, v \delta}\right)}\right) /(\gamma \delta)
$$

for $\operatorname{dist}\left(z, \Sigma_{\vec{n}, v \delta}\right) \geqslant \gamma \delta$ and $\left|z-\alpha_{1}\right| \geqslant 2 v r$, and $i, k \in\{0,1,2\}$. We now get (85) from (86) and the appropriate analog of (88) that is obtained from the above estimate by varying $v \in[1 / 2,1]$ over a finite set of values.

## 8. Proofs of Theorems 1.1 and 1.2

The proofs of all the main results are based on the following lemma, which is an immediate consequence of Lemma 7.1.

Lemma 8.1. A solution of RHP- $X$ exists for all $\varepsilon_{\vec{n}}$ small enough and is given by

$$
\boldsymbol{X}(z):=\boldsymbol{C} \boldsymbol{Z}(z)\left\{\begin{align*}
(\boldsymbol{M D})(z), & z \in \overline{\mathbb{C}} \backslash \bar{U}_{\vec{n}}  \tag{89}\\
\boldsymbol{P}_{e}(z), & z \in U_{\vec{n}, e}, \quad e \in\left\{\alpha_{1}, \beta_{\vec{n}, 1}, \beta_{1}, \alpha_{2}, \alpha_{\vec{n}, 2}, \beta_{2}\right\}
\end{align*}\right.
$$

where $\boldsymbol{Z}(z)$ solves RHP- $Z, \boldsymbol{N}(z)=\boldsymbol{C}(\boldsymbol{M D})(z)$ solves RHP- $\boldsymbol{N}$, and $\boldsymbol{P}_{\boldsymbol{e}}(z)$ solve RHP$P_{e}$.
8.1. Proof of Theorem 1.1. Let $K_{\vec{n}, d}:=\left\{z \in \overline{\mathbb{C}}: \operatorname{dist}\left(z, \Delta_{\vec{n}}\right) \geqslant d\right\}$. We can choose parameter $\delta$ in the definition of the contour $\Sigma_{\vec{n}, \delta}$ so that $K_{\vec{n}, d}$ does not intersect the closures of those connected components of the complement of $\Sigma_{\vec{n}, \delta}$ that intersect each $\Omega_{\vec{n}, i}^{ \pm}, i \in\{1,2\}$, see Figures 3 and 4, and recall (49). However, $K_{\vec{n}, d}$ can intersect $U_{\vec{n}, \beta_{1}}$ or $U_{\vec{n}, \alpha_{2}}$ when $\beta_{1} \notin U_{\vec{n}, \beta_{\vec{n}, 1}}$ or $\alpha_{2} \notin U_{\vec{n}, \alpha_{\vec{n}, 2}}$, respectively (these two things cannot happen simultaneously). We also assume that $2 r<d$ in (85).

Recall the definition of $I_{\vec{n}, 1}(z)$ in (84). We define these functions to be non-zero only in $U_{\vec{n}, \beta_{1}}$ and only when $\beta_{1} \notin U_{\vec{n}, \beta_{\vec{n}, 1}}$. The functions $I_{\vec{n}, 2}(z)$ are defined similarly in $U_{\vec{n}, \alpha_{2}}$ and only when $\alpha_{2} \notin U_{\vec{n}, \alpha_{\vec{n}, 2}}$. Then

$$
\begin{equation*}
\boldsymbol{Y}(z)=\boldsymbol{C}(\boldsymbol{Z} \boldsymbol{M})(z)\left(\boldsymbol{I}+I_{\vec{n}, 1}(z) \boldsymbol{E}_{1,2}+I_{\vec{n}, 2}(z) \boldsymbol{E}_{1,3}\right) \boldsymbol{D}(z), \quad z \in K_{\vec{n}, d} \tag{90}
\end{equation*}
$$

by (56), (84), and Lemma 8.1. To be more precise, we need to write $\boldsymbol{Y}_{ \pm}(z)$ and $I_{\vec{n}, i \pm}(z)$ for $z \in \Delta \backslash \Delta_{\vec{n}}$ when this set is non-empty as well as $Z_{ \pm}(z)$ for $z \in K_{\vec{n}, d} \cap U_{\vec{n}, \beta_{1}}$ or $z \in K_{\vec{n}, d} \cap U_{\vec{n}, \alpha_{2}}$ when $\beta_{1} \notin U_{\vec{n}, \beta_{\vec{n}, 1}}$ or $\alpha_{2} \notin U_{\vec{n}, \alpha_{\vec{n}, 2}}$, respectively. With the notation of Lemma 7.1, we get from (52), (90), the definition of $\boldsymbol{M}(z)$ in (58) and of $\boldsymbol{C}, \boldsymbol{D}(z)$ in (59) that

$$
\begin{align*}
P_{\vec{n}}(z) & =[\boldsymbol{Y}(z)]_{1,1}=[\boldsymbol{C}]_{1,1}[(\boldsymbol{Z} \boldsymbol{M})(z)]_{1,1}[\boldsymbol{D}(z)]_{1,1} \\
& =\left(1+Z_{0,0}(z)+s_{\vec{n}, 1} \Upsilon_{\vec{n}, 1}^{(0)}(z) Z_{0,1}(z)+s_{\vec{n}, 2} \Upsilon_{\vec{n}, 2}^{(0)}(z) Z_{0,2}(z)\right) \mathcal{P}_{\vec{n}}(z) \tag{91}
\end{align*}
$$

where one needs to recall (29) and we set $s_{\vec{n}, i}:=S_{\vec{n}}^{(0)}(\infty) / S_{\vec{n}}^{(i)}(\infty), i \in\{1,2\}$, as well as observe that $[\boldsymbol{C}]_{1,1}=1 / \tau_{\vec{n}}$, see (24). Estimates (66) imply that

$$
\begin{equation*}
c(\vec{n})^{-1}\left|\Upsilon_{\vec{n}, 1 \pm}^{(0)}(x)\right| \lesssim 1 \quad \text { and } \quad(1-c(\vec{n}))^{-2}\left|\Upsilon_{\vec{n}, 2 \pm}^{(0)}(x)\right| \lesssim 1 \tag{92}
\end{equation*}
$$

for $x \in \Delta_{\vec{n}, 1}$, where the constants in $\lesssim$ are independent of $\vec{n}$. It essentially follows from symmetry and was rigorously shown in [4, Lemma 5.2] that

$$
\begin{equation*}
c(\vec{n})^{-2}\left|\Upsilon_{\vec{n}, 1 \pm}^{(0)}(x)\right| \lesssim 1 \quad \text { and } \quad(1-c(\vec{n}))^{-1}\left|\Upsilon_{\vec{n}, 2 \pm}^{(0)}(x)\right| \lesssim 1 \tag{93}
\end{equation*}
$$

for $x \in \Delta_{\vec{n}, 2}$. Moreover, we get from the first estimate in (62) that

$$
\begin{equation*}
s_{\vec{n}, 1} \sim c(\vec{n})^{-1} \quad \text { and } \quad s_{\vec{n}, 2} \sim(1-c(\vec{n}))^{-1} \tag{94}
\end{equation*}
$$

where the constants in $\sim$ are independent of $\vec{n}$. Hence, we deduce from the maximum modulus principle that

$$
\begin{equation*}
\left|s_{\vec{n}, 1} \Upsilon_{\vec{n}, 1}^{(0)}(z)\right|,\left|s_{\vec{n}, 2} \Upsilon_{\vec{n}, 2}^{(0)}(z)\right| \lesssim 1 \tag{95}
\end{equation*}
$$

uniformly for all $\vec{n}$ and $z$ in the extended complex plane, including the traces on $\Delta_{\vec{n}}$. Plugging (95) and (85) into (91) yields

$$
P_{\vec{n}}(z)=(1+o(1)) \mathcal{P}_{\vec{n}}(z)
$$

uniformly on $K_{\vec{n}, d}$, where the error terms are exactly as described in the statement of the theorem. Recall now that $\mathcal{P}_{\vec{n}}(z)=\mathcal{P}_{\vec{n}, 1}(z) \mathcal{P}_{\vec{n}, 2}(z)$. Let $\Gamma_{\vec{n}, d, i}:=\left\{z: \operatorname{dist}\left(z, \Delta_{\vec{n}, i}\right)=d\right\}$, $i \in\{1,2\}$. Assume that $d$ is small enough so that these two curves have disjoint interiors. It is easy to see from their very definitions that $\mathcal{P}_{\vec{n}, i}(z)$ has winding number $n_{i}$ on $\Gamma_{\vec{n}, d, i}$ (it is analytic and non-vanishing in the exterior of $\Gamma_{\vec{n}, d, i}$ with a pole of order $n_{i}$ at infinity) while $\mathcal{P}_{\vec{n}, 3-i}(z)$ has winding number 0 (it is analytic and non-vanishing in the interior of $\Gamma_{\vec{n}, d, i}$ ). Hence, $\mathcal{P}_{\vec{n}}(z)$ has winding number $n_{i}$ on $\Gamma_{\vec{n}, d, i}$ and so does $P_{\vec{n}}(z)$ for all $\varepsilon_{\vec{n}}$ sufficiently small. For all such $\vec{n}$, let $P_{\vec{n}, i}(z)$ be the monic subfactor of $P_{\vec{n}}(z)$ of degree $n_{i}$ that has zeros only in the interior of $\Gamma_{\vec{n}, d, i}$. Then $P_{\vec{n}, i}(z) / \mathcal{P}_{\vec{n}, i}(z)$ is a holomorphic and non-vanishing function in the exterior of $\Gamma_{\vec{n}, d, i}$ that assumes value 1 at infinity. As this exterior is simply connected, we have that

$$
f_{\vec{n}, i}(z):=\log \left(P_{\vec{n}, i}(z) / \mathcal{P}_{\vec{n}, i}(z)\right)
$$

admits a holomorphic branch in the exterior of $\Gamma_{\vec{n}, d, i}$ that vanishes at infinity. Moreover, $f_{\vec{n}, 1}(z)+f_{\vec{n}, 2}(z)=\log (1+o(1))=o(1)$ uniformly in $K_{\vec{n}, d}$. Of course, this is true for any $d>0$. Thus, we deduce from the Cauchy integral formula that

$$
f_{\vec{n}, i}(z)=\int_{\Gamma_{\vec{n}, d / 2, i}} \frac{f_{\vec{n}, i}(s)}{z-s} \frac{d s}{2 \pi \mathrm{i}}=\int_{\Gamma_{\vec{n}, d / 2, i}} \frac{o(1)-f_{\vec{n}, 3-i}(s)}{z-s} \frac{d s}{2 \pi \mathrm{i}}=\int_{\Gamma_{\vec{n}, d / 2, i}} \frac{o(1)}{z-s} \frac{d s}{2 \pi \mathrm{i}}
$$

for $z$ in the exterior of $\Gamma_{\vec{n}, d / 2, i}$, where we used analyticity of $f_{\vec{n}, 3-i}(z)$ in the interior of $\Gamma_{\vec{n}, d / 2, i}$ on the last step. A trivial estimate now yields that $f_{\vec{n}, i}(z)=o(1)$ in the exterior of $\Gamma_{\vec{n}, d, i}$, which is equivalent to the first claim of (28).

Let now $F_{\vec{n}, d} \subset \Delta_{\vec{n}}^{\circ}$ be such that $\operatorname{dist}\left(F_{\vec{n}, d}, E_{\vec{n}}\right) \geqslant d$. Again, we can adjust $\delta$ so that $F_{\vec{n}, d}$ does not intersect the closure of $U_{\vec{n}}$. Hence,

$$
\begin{equation*}
\boldsymbol{Y}_{ \pm}(x)=\boldsymbol{C}\left(\boldsymbol{Z} \boldsymbol{M}_{ \pm} \boldsymbol{D}_{ \pm}\right)(x)\left(\boldsymbol{I} \pm \rho_{i}^{-1}(x) \boldsymbol{E}_{i+1,1}\right), \quad x \in F_{\vec{n}, d} \cap \Delta_{\vec{n}, i} \tag{96}
\end{equation*}
$$

for $i \in\{1,2\}$, again by (56) and Lemma 8.1. Then we get for $x \in F_{\vec{n}, d} \cap \Delta_{\vec{n}, i}$ that

$$
\begin{aligned}
& P_{\vec{n}}(x)=\frac{\left(S_{\vec{n}} \Phi_{\vec{n}}\right)_{ \pm}^{(0)}(x)}{S_{\vec{n}}^{(0)}(\infty) \tau_{\vec{n}}}\left(1+Z_{0,0}(x)+s_{\vec{n}, 1}\left(\Upsilon_{\vec{n}, 1 \pm}^{(0)} Z_{0,1}\right)(x)+s_{\vec{n}, 2}\left(\Upsilon_{\vec{n}, 2 \pm}^{(0)} Z_{0,2}\right)(x)\right) \pm \\
& \frac{1}{S_{\vec{n}}^{(0)}(\infty) \tau_{\vec{n}}} \frac{\left(S_{\vec{n}} \Phi_{\vec{n}}\right)_{ \pm}^{(i)}(x)}{\left(\rho_{i} w_{\vec{n}, i \pm}\right)(x)}\left(1+Z_{0,0}(x)+s_{\vec{n}, 1}\left(\Upsilon_{\vec{n}, 1 \pm}^{(i)} Z_{0,1}\right)(x)+s_{\vec{n}, 2}\left(\Upsilon_{\vec{n}, 2 \pm}^{(i)} Z_{0,2}\right)(x)\right)
\end{aligned}
$$

Since $G_{ \pm}^{(0)}(x)=G_{\mp}^{(i)}(x)$ on $\Delta_{\vec{n}, i}$ for any rational function $G(\boldsymbol{z})$ on $\Im_{\vec{n}}$, it follows from the definition of $F_{\vec{n}}(z)$, (23), (85), and (95) that

$$
P_{\vec{n}}(x)=(1+o(1)) \mathcal{P}_{\vec{n}+}(x)+(1+o(1)) \mathcal{P}_{\vec{n}-}(x)
$$

uniformly on $F_{\vec{n}, d}$. From this we immediately deduce that

$$
P_{\vec{n}, i}(x)=\left[(1+o(1)) \mathcal{P}_{\vec{n}, i+}(x)+(1+o(1)) \mathcal{P}_{\vec{n}, i-}(x)\right] \frac{\mathcal{P}_{\vec{n}, 3-i}(x)}{P_{\vec{n}, 3-i}(x)}
$$

uniformly on $F_{\vec{n}, d} \cap \Delta_{\vec{n}, i}, i \in\{1,2\}$. The second asymptotic formula of (28) now easily follows from the first.
8.2. Proof of Theorem 1.2. We retain the notation introduced in the previous subsection.

Similarly to the matrix $\boldsymbol{Y}(z)$ defined in (52), set

$$
\widehat{\boldsymbol{Y}}(z):=\left(\begin{array}{ccc}
L_{\vec{n}}(z) & -A_{\vec{n}}^{(1)}(z) & -A_{\vec{n}}^{(2)}(z)  \tag{97}\\
-h_{\vec{n}, 1} L_{\vec{n}+\vec{e}_{1}}(z) & h_{\vec{n}, 1} A_{\vec{n}+\vec{e}_{1}}^{(1)}(z) & h_{\vec{n}, 1} A_{\vec{n}+\vec{e}_{1}}^{(2)}(z) \\
-h_{\vec{n}, 2} L_{\vec{n}+\vec{e}_{2}}(z) & h_{\vec{n}, 2} A_{\vec{n}+\vec{e}_{2}}^{(1)}(z) & h_{\vec{n}, 2} A_{\vec{n}+\vec{e}_{2}}^{(2)}(z)
\end{array}\right),
$$

where $L_{\vec{n}}(z):=\int(z-x)^{-1} Q_{\vec{n}}(x)$. It was shown in [14, Theorem 4.1] that

$$
\begin{equation*}
\widehat{\boldsymbol{Y}}(z)=\left(\boldsymbol{Y}^{\mathrm{t}}(z)\right)^{-1} \tag{98}
\end{equation*}
$$

where ${ }^{\mathrm{t}}$ denotes the transpose. As before, let $K_{\vec{n}, d}:=\left\{z \in \overline{\mathbb{C}}: \operatorname{dist}\left(z, \Delta_{\vec{n}}\right) \geqslant d\right\}$. We keep all the restrictions on $\delta$ and $r$ in the definition of $\Sigma_{\vec{n}, \delta}$ and in (85), respectively, specified at the beginning of the previous subsection. It follows from (90) and (98) that

$$
\widehat{\boldsymbol{Y}}(z)=\boldsymbol{C}^{-1}\left(\boldsymbol{Z}^{-1}\right)^{\mathrm{t}}(z)\left(\boldsymbol{M}^{-1}\right)^{\mathrm{t}}(z)\left(\boldsymbol{I}-I_{\vec{n}, 1}(z) \boldsymbol{E}_{2,1}-I_{\vec{n}, 2}(z) \boldsymbol{E}_{3,1}\right) \boldsymbol{D}^{-1}(z)
$$

$z \in K_{\vec{n}, d}$, where one needs to remember that the functions $I_{\vec{n}, 1}(z)$ and $I_{\vec{n}, 2}(z)$ are never non-zero simultaneously and we need to make the same affidavits about boundary values as after (90). The above equation and (97) yield that

$$
\begin{equation*}
-A_{\vec{n}}^{(i)}(z)=\tau_{\vec{n}}\left[\left(Z^{-1}\right)^{\mathrm{t}}(z)\left(M^{-1}\right)^{\mathrm{t}}(z)\right]_{1, i+1} / \Phi_{\vec{n}}^{(i)}(z), \quad z \in K_{\vec{n}, d} \tag{99}
\end{equation*}
$$

where one needs to remember that $[\boldsymbol{C}]_{1,1}=1 / \tau_{\vec{n}}$, see (24) and (59). Let us rewrite (61) as

$$
\boldsymbol{M}^{-1}(z)=\operatorname{diag}\left(\frac{1}{S_{\vec{n}}^{(0)}(z)}, \frac{w_{\vec{n}, 1}(z)}{S_{\vec{n}}^{(1)}(z)}, \frac{w_{\vec{n}, 2}(z)}{S_{\vec{n}}^{(2)}(z)}\right) \boldsymbol{\Pi}(z) \boldsymbol{S}(\infty)
$$

which also serves as a definition of the matrix $\boldsymbol{\Pi}(z)$. Then it follows from (99) that

$$
\begin{equation*}
-A_{\vec{n}}^{(i)}(z)=\left[\left(\boldsymbol{Z}^{-1}\right)^{\mathrm{t}}(z) \boldsymbol{S}(\infty) \boldsymbol{\Pi}^{\mathrm{t}}(z)\right]_{1, i+1} \frac{\tau_{\vec{n}} w_{\vec{n}, i}(z)}{\left(S_{\vec{n}} \Phi_{\vec{n}}\right)^{(i)}(z)}, \quad z \in K_{\vec{n}, d} \tag{100}
\end{equation*}
$$

Observe that all the jump matrices in RHP- $Z(b)$ have determinant one. Since $\boldsymbol{Z}(\infty)=\boldsymbol{I}$, we therefore get that $\operatorname{det}(\boldsymbol{Z}(z)) \equiv 1$ in the entire extended complex plane. Hence,

$$
\left|\widehat{Z}_{j, k}(z)\right| \leqslant C_{2, r} \frac{\varepsilon_{\vec{n}}^{1 / 3}}{\delta^{10}}, \quad\left\{\begin{array}{ll}
\left|z-\alpha_{1}\right| \geqslant 2 r, \quad c(\vec{n}) \leqslant c^{* *}  \tag{101}\\
\left|z-\beta_{2}\right| \geqslant 2 r, \quad c(\vec{n}) \geqslant c^{*},
\end{array}, \quad j, k \in\{0,1,2\}\right.
$$

by (85) with perhaps modified constant $C_{2, r}$, where $\hat{Z}_{j, k}(z):=\left[\left(\boldsymbol{Z}^{-1}\right)^{\mathrm{t}}(z)\right]_{j+1, k+1}-\delta_{j k}$. Moreover, as in (85), $\varepsilon_{\vec{n}}^{1 / 3}$ can be replaced by $\varepsilon_{\vec{n}}$ when the parameters $c(\vec{n})$ are uniformly separated from $c^{*}, c^{* *}$. Notice also that $\widehat{Z}_{j, k}(\infty)=0$. Thus, we can write

$$
\begin{aligned}
{\left[\left(\boldsymbol{Z}^{-1}\right)^{\mathrm{t}}(z) \boldsymbol{S}(\infty) \boldsymbol{\Pi}^{\mathrm{t}}(z)\right]_{1, i+1}=S_{\vec{n}}^{(0)}(\infty) } & \left(\Pi_{\vec{n}}^{(i)}(z)+\Pi_{\vec{n}}^{(i)}(z) \hat{Z}_{0,0}(z)\right. \\
& \left.+s_{\vec{n}, 1}^{-1} \Pi_{\vec{n}, 1}^{(i)}(z) \hat{Z}_{0,1}(z)+s_{\vec{n}, 2}^{-1} \Pi_{\vec{n}, 2}^{(i)}(z) \hat{Z}_{0,2}(z)\right)
\end{aligned}
$$

$z \in K_{\vec{n}, d}$, where, as before, $s_{\vec{n}, l}=S_{\vec{n}}^{(0)}(\infty) / S_{\vec{n}}^{(l)}(\infty)$. Now, observe that

$$
\Pi_{\vec{n}, l}(\boldsymbol{z}) / \Pi_{\vec{n}}(\boldsymbol{z})=-A_{\vec{n}, l}^{-1} \Upsilon_{\vec{n}, l}(\boldsymbol{z}), \quad l \in\{1,2\}
$$

which follows by comparing zero/pole divisors in (15), (60), and the sentence after (57) as well as the normalizations at $\infty^{(l)}$, see the sentence after (15), (60), and the display after (57). Therefore, (100) can be rewritten as

$$
\begin{equation*}
A_{\vec{n}}^{(i)}(z)=\left(1+\hat{Z}_{0,0}(z)-\frac{\Upsilon_{\vec{n}, 1}^{(i)}(z)}{s_{\vec{n}, 1} A_{\vec{n}, 1}} \widehat{Z}_{0,1}(z)-\frac{\Upsilon_{\vec{n}, 2}^{(i)}(z)}{s_{\vec{n}, 2} A_{\vec{n}, 2}} \widehat{Z}_{0,2}(z)\right) \mathcal{A}_{\vec{n}, i}(z) \tag{102}
\end{equation*}
$$

Recall that $A_{c, i}$ are continuous and non-vanishing functions of the parameter $c \in[0,1]$ except for $A_{0,1}=0$ and $A_{1,2}=0$, see (14), which satisfy (33). Since $\Upsilon_{\vec{n}, j \pm}^{(0)}(x)=\Upsilon_{\vec{n}, j \mp}^{(i)}(x)$ for $x \in \Delta_{\vec{n}, i}$, we get from (92), (93), and (94) that

$$
\begin{equation*}
\left|\frac{\Upsilon_{\vec{n}, 3-i}^{(i)}(z)}{s_{\vec{n}, 3-i} A_{\vec{n}, 3-i}}\right| \lesssim\left|s_{\vec{n}, 3-i}^{-1}\right| \lesssim 1 \tag{103}
\end{equation*}
$$

uniformly for all $\vec{n}$ and $z$ in the whole extended complex plane by the maximum modulus principle for holomorphic functions). On the other hand, because $\Upsilon_{\vec{n}, i}^{(i)}(z)$ has a simple pole at infinity, the same line of arguments yields that

$$
\begin{equation*}
\left|\frac{\Upsilon_{\vec{n}, i}^{(i)}(z)}{s_{\vec{n}, i} A_{\vec{n}, i}}\right| \lesssim \frac{2}{\beta_{\vec{n}, i}-\alpha_{\vec{n}, i}}\left|z-\frac{\beta_{\vec{n}, i}+\alpha_{\vec{n}, i}}{2}+w_{\vec{n}, i}(z)\right| \tag{104}
\end{equation*}
$$

uniformly for all $\vec{n}$ and $z$ in the whole extended complex plane (the right-hand side above is simply the absolute value of a conformal map that takes the complement of $\Delta_{\vec{n}, i}$ onto the complement of the unit disk normalized to take infinity into itself). Since the functions $\widehat{Z}_{0, i}(z)$ vanish at infinity, it then follows from (37), (94), (101), (103), and (104) that

$$
A_{\vec{n}}^{(i)}(z) / \mathcal{A}_{\vec{n}, i}(z)=1+o\left(s_{\vec{n}, i}\right)
$$

uniformly on $K_{\vec{n}, d}$, where $o(1)$ has the same meaning as in Theorem 1.1. As the left-hand sides above is analytic off $\Delta_{\vec{n}, i}$, this estimate, in fact, holds uniformly for $\operatorname{dist}\left(z, \Delta_{\vec{n}, i}\right) \geqslant d$ by the maximum modulus principle. This finishes the proof of the top formulae in (30).

Let now $F_{\vec{n}, d, i} \subset \Delta_{\vec{n}, i}$ such that $\operatorname{dist}\left(F_{\vec{n}, d, i}, E_{\vec{n}, i}\right) \geqslant d$. As usual, we can adjust $\delta$ so that $F_{\vec{n}, d, i}$ does not intersect the closure of $U_{\vec{n}}$. Relations (96) and (98) give us

$$
\widehat{\boldsymbol{Y}}_{ \pm}(x)=\boldsymbol{C}^{-1}\left(\boldsymbol{Z}^{-1}\right)^{\mathrm{t}}(x)\left(\boldsymbol{M}_{ \pm}^{-1}\right)^{\mathrm{t}}(x) \boldsymbol{D}_{ \pm}^{-1}(x)\left(\boldsymbol{I} \mp \rho_{i}^{-1}(x) \boldsymbol{E}_{1, i+1}\right), \quad x \in F_{\vec{n}, d, i}
$$

Similarly to the proof of the second formula in (28), observe that

$$
\mp \rho_{i}^{-1}(x) \Pi_{\vec{n} \pm}^{(0)}(x) /\left(S_{\vec{n}} \Phi_{\vec{n}}\right)_{ \pm}^{(0)}(x)=\left(w_{\vec{n}, i \mp} \Pi_{\vec{n} \mp}^{(i)}\right)(x) /\left(S_{\vec{n}} \Phi_{\vec{n}}\right)_{\mp}^{(i)}(x), \quad x \in \Delta_{\vec{n}, i}
$$

by (23). Hence, analogously to (102), the above two formulae yield that

$$
\begin{aligned}
A_{\vec{n}}^{(i)}(x)=(1+ & \left.\hat{Z}_{0,0}(x)-\frac{\Upsilon_{\vec{n}, 1 \pm}^{(i)}(x)}{s_{\vec{n}, 1} A_{\vec{n}, 1}} \widehat{Z}_{0,1}(x)-\frac{\Upsilon_{\vec{n}, 2 \pm}^{(i)}(x)}{s_{\vec{n}, 2} A_{\vec{n}, 2}} \widehat{Z}_{0,2}(x)\right) \mathcal{A}_{\vec{n}, i \pm}(x) \\
& +\left(1+\hat{Z}_{0,0}(x)-\frac{\Upsilon_{\vec{n}, 1 \mp}^{(i)}(x)}{s_{\vec{n}, 1} A_{\vec{n}, 1}} \widehat{Z}_{0,1}(x)-\frac{\Upsilon_{\vec{n}, 2 \mp}^{(i)}(x)}{s_{\vec{n}, 2} A_{\vec{n}, 2}} \widehat{Z}_{0,2}(x)\right) \mathcal{A}_{\vec{n}, i \mp}(x) .
\end{aligned}
$$

Since the estimates in (103) and (104) do hold on $F_{\vec{n}, d, i}$, the bottom formula in (30) follows.

## 9. Proof of Theorems 1.3 and 1.4

We retain the notation from the previous section.
9.1. Asymptotics of $a_{\vec{n}, i}$. In this subsection we prove the first two equalities of the top line of (35) and the first asymptotic formula in (31). To this end, we need the formula

$$
\begin{equation*}
h_{\vec{n}, i}=a_{\vec{n}, i} h_{\vec{n}-\vec{e}_{i}, i}, \tag{105}
\end{equation*}
$$

which is obtained by multiplying the first recurrence relation in (5) by $x^{n_{i}-1}$, integrating it against $d \mu_{i}(x)$, and recalling (4).

To extract asymptotics of $h_{\vec{n}, i}$ we use (50). Formulae (52), (58), and (90) yield that

$$
\begin{aligned}
R_{\vec{n}}^{(i)}(z) & =[\boldsymbol{Y}(z)]_{1, i+1}=[(\boldsymbol{Z} \boldsymbol{M})(z)]_{1, i+1}[\boldsymbol{D}(z)]_{i+1, i+1} \\
& =\left(1+Z_{0,0}(z)+s_{\vec{n}, 1} \Upsilon_{\vec{n}, 1}^{(i)}(z) Z_{0,1}(z)+s_{\vec{n}, 2} \Upsilon_{\vec{n}, 2}^{(i)}(z) Z_{0,2}(z)\right) \frac{[\boldsymbol{C}]_{1,1}}{S_{\vec{n}}^{(0)}(\infty)} \frac{\left(S_{\vec{n}} \Phi_{\vec{n}}\right)^{(i)}(z)}{w_{\vec{n}, i}(z)}
\end{aligned}
$$

in a neighborhood of infinity. We get from (33), (37), (94), (103), and (104) that

$$
R_{\vec{n}}^{(i)}(z)=\left(1+o\left(s_{\vec{n}, i}\right)\right) \frac{[C]_{1,1}}{S_{\vec{n}}^{(0)}(\infty)} \frac{\left(S_{\vec{n}} \Phi_{\vec{n}}\right)^{(i)}(z)}{w_{\vec{n}, i}(z)}
$$

in the vicinity of infinity, where $o(1)$ is exactly the same as described in Theorem 1.1. Hence, it follows from the second equality in (50) and the very definition of the matrix $\boldsymbol{C}$ in (59) that

$$
\begin{equation*}
h_{\vec{n}, i}=\frac{1+o\left(s_{\vec{n}, i}\right)}{s_{\vec{n}, i}} \frac{[C]_{1,1}}{[C]_{i+1, i+1}} . \tag{106}
\end{equation*}
$$

On the other hand, since $1 / h_{\vec{n}-\vec{e}_{i}, i}$ is the leading coefficient of $A_{\vec{n}}^{(i)}(z)$, we get from the first two formulae of (30), the limits stated right after (15), the definition of $\boldsymbol{C}$, and (94) that

$$
\begin{equation*}
\frac{1}{h_{n-\vec{e}_{i}, i}}=\left(1+o\left(s_{\vec{n}, i}\right)\right) s_{\vec{n}, i} A_{\vec{n}, i} \frac{[\boldsymbol{C}]_{i+1, i+1}}{[\boldsymbol{C}]_{1,1}} . \tag{107}
\end{equation*}
$$

Since $s_{\vec{n}, i}^{2} A_{\vec{n}, i} \sim 1$, the first claim in (31) follows by plugging (106) and (107) into (105).
The above formulae also allow us to prove the validity of the first two equations in the top line of (35). For now, we set aside the question of differentiability and assume it as given that $A_{c, i}$ and $B_{c, i}$ are differentiable functions of $c$ on $\left(0, c^{*}\right) \cup\left(c^{* *}, 1\right)$.

Fix $c \in\left(0, c^{*}\right) \cup\left(c^{* *}, 1\right)$ and let $\mathcal{N}_{c}$ be a sequence of multi-indices such that $c(\vec{n}) \rightarrow c$ as $|\vec{n}| \rightarrow \infty, \vec{n} \in \mathcal{N}_{c}$. Clearly, we also have $c\left(\vec{n}-\vec{e}_{i}\right) \rightarrow c$ as $|\vec{n}| \rightarrow \infty, \vec{n} \in \mathcal{N}_{c}$. Notice that the numbers $s_{\vec{n}, i}$ and $s_{\vec{n}-\vec{e}_{i}, i}$ are uniformly bounded along $\mathcal{N}_{c}$ and $s_{\vec{n}, i} / s_{\vec{n}-\vec{e}_{i}, i} \rightarrow 1$ as $|\vec{n}| \rightarrow \infty, \vec{n} \in \mathcal{N}_{c}$, due to the continuous dependence of the Szegő functions on the parameter. Hence, we get from (105)-(107) that

$$
(1+o(1)) A_{\vec{n}, i}=a_{\vec{n}, i}=(1+o(1)) \frac{\left[C_{\vec{n}}\right]_{1,1}}{\left[C_{\vec{n}}\right]_{i+1, i+1}} \frac{\left[C_{\vec{n}-\vec{e}_{i}}\right]_{i+1, i+1}}{\left[C_{\vec{n}-\vec{e}_{i}}\right]_{1,1}}
$$

as $|\vec{n}| \rightarrow \infty, \vec{n} \in \mathcal{N}_{c}$, where we explicitly indicate the dependence of the matrices $C$ on the multi-index $\vec{n}$. Using (24) we then get that

$$
1+o(1)=\left(\frac{A_{\vec{n}, i}}{A_{\vec{n}-\vec{e}_{i}, i}}\right)^{n_{i}-1}\left(\frac{B_{\vec{n}}}{B_{\vec{n}-\vec{e}_{i}}}\right)^{n_{3-i}}
$$

as $|\vec{n}| \rightarrow \infty, \vec{n} \in \mathcal{N}_{c}$, where $B_{\vec{n}}=B_{\vec{n}, 2}-B_{\vec{n}, 1}$. By taking logarithms of both sides and using the mean-value theorem, we get that

$$
o(1)=\left(c(\vec{n})-c\left(\vec{n}-\vec{e}_{i}\right)\right)\left(\left(n_{i}-1\right) \frac{A_{\xi(\vec{n}), i}^{\prime}}{A_{\xi(\vec{n}), i}}+n_{3-i} \frac{B_{\eta(\vec{n})}^{\prime}}{B_{\eta(\vec{n})}}\right)
$$

as $|\vec{n}| \rightarrow \infty, \vec{n} \in \mathcal{N}_{c}$, for some $\xi(\vec{n}), \eta(\vec{n})$ that lie between $c(\vec{n})$ and $c\left(\vec{n}-\vec{e}_{i}\right)$. Notice that

$$
c(\vec{n})-c\left(\vec{n}-\vec{e}_{i}\right)=\frac{(-1)^{i-1} n_{3-i}}{|\vec{n}|(|\vec{n}|-1)} .
$$

Since $n_{3-i} /|\vec{n}|$ approaches either $c$ or $1-c$ along $\mathcal{N}_{c}$, it therefore holds that

$$
o(1)=\frac{n_{i}-1}{|\vec{n}|} \frac{A_{\xi(\vec{n}), i}^{\prime}}{A_{\xi(\vec{n}), i}}+\frac{n_{3-i}}{|\vec{n}|} \frac{B_{\eta(\vec{n})}^{\prime}}{B_{\eta(\vec{n})}}
$$

as $|\vec{n}| \rightarrow \infty, \vec{n} \in \mathcal{N}_{c}$. Because $\xi(\vec{n}), \eta(\vec{n}) \rightarrow c$ as $|\vec{n}| \rightarrow \infty, \vec{n} \in \mathcal{N}_{c}$, the first two differential equation in the top line of (35) follow by taking the limit in the above equality.
9.2. Proof of (34). In this subsection we prove (34) and and the last equality in the top line of (35). Let us set $R_{1}(c):=c^{-1} A_{c, 1}$ and $R_{2}(c):=(1-c)^{-2} A_{c, 2}$, which are continuous non-vanishing functions of the parameter $c \in[0,1]$, see (33). We continue to assume differentiability as given. It follows from (32) that

$$
\begin{equation*}
R_{1}^{\prime}(c)+R_{2}^{\prime}(c)=2 B_{c} B_{c}^{\prime} \tag{108}
\end{equation*}
$$

On the other hand, expressing $A_{c, i}^{\prime}$ through $A_{c, i}, B_{c}$, and $B_{c}^{\prime}$ by using the first two equalities in the top line of (35) together with adding these expressions up gives

$$
\begin{equation*}
A_{c, 1}^{\prime}+A_{c, 2}^{\prime}=-\frac{B_{c}^{\prime}}{B_{c}}\left(\frac{1-c}{c} A_{c, 1}+\frac{c}{1-c} A_{c, 2}\right)=-c(1-c) B_{c} B_{c}^{\prime}, \tag{109}
\end{equation*}
$$

where we also used (32) for the last step. Combining equations (108) and (109) to eliminate $B_{c} B_{c}^{\prime}$ as well as dividing by $R_{1}(c)$ yields

$$
\begin{equation*}
(1-c)(2-c) R(c) \frac{R_{2}^{\prime}(c)}{R_{2}(c)}+c(1+c) \frac{R_{1}^{\prime}(c)}{R_{1}(c)}=-4 c+4(1-c) R(c) \tag{110}
\end{equation*}
$$

On the other hand, the first two relations in top line of (35) can be rewritten as

$$
\begin{equation*}
(1-c)^{2} \frac{R_{2}^{\prime}(c)}{R_{2}(c)}-c^{2} \frac{R_{1}^{\prime}(c)}{R_{1}(c)}=2 \tag{111}
\end{equation*}
$$

Equations (110) and (111) form a two by two system whose solution is given by

$$
\begin{equation*}
\frac{R_{2}^{\prime}(c)}{R_{2}(c)}=2 \frac{2 c+1+2 c R(c)}{1-c^{2}+c(2-c) R(c)} \tag{112}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{R_{1}^{\prime}(c)}{R_{1}(c)}=-2 \frac{2(1-c)+(3-2 c) R(c)}{1-c^{2}+c(2-c) R(c)} \tag{113}
\end{equation*}
$$

Equation (34) now follows by taking the difference between (112) and (113). Finally, the last equality in the top line of (35) comes from (113) and the identity

$$
\frac{B_{c}^{\prime}}{B_{c}}=-\frac{c}{1-c} \frac{A_{c, 1}^{\prime}}{A_{c, 1}}=-\frac{2}{1-c}-\frac{c}{1-c} \frac{R_{1}^{\prime}(c)}{R_{1}(c)}
$$

9.3. Asymptotics of $b_{\vec{n}, i}$. In this subsection we prove the bottom formula in (35) and the second asymptotic formula in (31). Both proofs rely on the formula

$$
\begin{equation*}
b_{\vec{n}, i}=\lim _{z \rightarrow \infty}\left(z-\frac{P_{\vec{n}+\vec{e}_{i}}(z)}{P_{\vec{n}}(z)}\right), \tag{114}
\end{equation*}
$$

which readily follows from the first relation in (5).
Consider (52) with $\vec{n}$ replaced by $\vec{n}+\vec{e}_{i}$. It holds that $h_{\vec{n}, i}[\boldsymbol{Y}(z)]_{i+1,1}=P_{\vec{n}}(z)$. Hence, similarly to (91), we have that

$$
\begin{aligned}
P_{\vec{n}}(z)= & h_{\vec{n}, i} \mathcal{P}_{\vec{n}+\vec{e}_{i}}(z) \frac{[\boldsymbol{C}]_{i+1, i+1}}{[C]_{1,1}} \times \\
& \left(Z_{i, 0}(z)+s_{\vec{n}+\vec{e}_{i}, i} \Upsilon_{\vec{n}+\vec{e}_{i}, i}^{(0)}(z)\left(1+Z_{i, i}(z)\right)+s_{\vec{n}+\vec{e}_{i}, 3-i} \Upsilon_{\vec{n}+\vec{e}_{i}, 3-i}^{(0)}(z) Z_{i, 3-i}(z)\right)
\end{aligned}
$$

for $z$ in a neighborhood of infinity. Recall that the functions $Z_{i, k}(z)$ and $\Upsilon_{\vec{n}+\vec{e}_{i}, k}(z)$ vanish at infinity and

$$
\Upsilon_{\vec{n}+\vec{e}_{i}, i}^{(0)}(z)=\frac{A_{\vec{n}+\vec{e}_{i}, i}}{z}\left(1+\frac{B_{\vec{n}+\vec{e}_{i}, i}}{z}+O\left(\frac{1}{z^{2}}\right)\right)
$$

as $z \rightarrow \infty$, see (57). Since $P_{\vec{n}}(z)$ is a monic polynomial, it therefore follows from (85) and (95) that

$$
\begin{equation*}
P_{\vec{n}}(z)=\left(\frac{1}{z}+\frac{s_{\vec{n}+\vec{e}_{i}, i} A_{\vec{n}+\vec{e}_{i}, i} B_{\vec{n}+\vec{e}_{i}, i}+o(1)}{s_{\vec{n}+\vec{e}_{i}, i} A_{\vec{n}+\vec{e}_{i}, i}+o(1)} \frac{1}{z^{2}}+O\left(\frac{1}{z^{3}}\right)\right) \mathcal{P}_{\vec{n}+\vec{e}_{i}}(z) \tag{115}
\end{equation*}
$$

in the vicinity of infinity, where $o(1)$ term in the denominator above is the constant next $1 / z$ term of $Z_{i, 0}(z)$. Of course, it also holds that

$$
\begin{equation*}
P_{\vec{n}+\vec{e}_{i}}(z)=(1+o(1)) \mathcal{P}_{\vec{n}+\vec{e}_{i}}(z) \tag{116}
\end{equation*}
$$

for $z$ around infinity. Plugging (115) and (116) into (114) gives

$$
b_{\vec{n}, i}=\frac{s_{\vec{n}+\vec{e}_{i}, i} A_{\vec{n}+\vec{e}_{i}, i} B_{\vec{n}+\vec{e}_{i}, i}+o(1)}{s_{\vec{n}+\vec{e}_{i}, i} A_{\vec{n}+\vec{e}_{i}, i}+o(1)}+o(1)
$$

The above formula is insufficient to prove the second formula of (31) as $s_{\vec{n}+\vec{e}_{i}, i} A_{\vec{n}+\vec{e}_{i}, i} \sim$ $c(\vec{n})$ as $c(\vec{n}) \rightarrow 0$ by (33) and (94). However, if $c \in\left(0, c^{*}\right) \cup\left(c^{* *}, 1\right)$ and $\mathcal{N}_{c}$ is as in the previous subsection, then

$$
\begin{equation*}
b_{\vec{n}, i}=B_{\vec{n}+\vec{e}_{i}, i}+o(1) \quad \text { as } \quad|\vec{n}| \rightarrow \infty, \quad \vec{n} \in \mathcal{N}_{c} . \tag{117}
\end{equation*}
$$

On the other hand, (114), (116), and (116) with $\vec{n}+\vec{e}_{i}$ replaced by $\vec{n}$, give us that

$$
\begin{equation*}
b_{\vec{n}, i}=\left(\mathcal{P}_{\vec{n}}\right)_{1}-\left(\mathcal{P}_{\vec{n}+\vec{e}_{i}}\right)_{1}+o(1) \tag{118}
\end{equation*}
$$

for all $\varepsilon_{\vec{n}}$ small enough, where the error term is as in Theorem 1.1 and we write $\mathcal{P}_{\vec{n}}(z)=$ $z^{|\vec{n}|}+\left(\mathcal{P}_{\vec{n}}\right)_{1} z^{|\vec{n}|-1}+\cdots$. According to (24) and (29), it holds that

$$
\mathcal{P}_{\vec{n}}(z)=\left(\chi_{\vec{n}}^{(0)}(z)-B_{\vec{n}, 1}\right)^{n_{1}}\left(\chi_{\vec{n}}^{(0)}(z)-B_{\vec{n}, 2}\right)^{n_{2}} S_{\vec{n}}^{(0)}(z) / S_{\vec{n}}^{(0)}(\infty)
$$

Let us further write $S_{c}^{(0)}(z) / S_{c}^{(0)}(\infty)=1+\sigma_{c} / z+\cdots$. Then we get from (11), (12), and (118) that
(119) $b_{\vec{n}, i}=B_{\vec{n}+\vec{e}_{i}, i}+n_{1}\left(B_{\vec{n}+\vec{e}_{i}, 1}-B_{\vec{n}, 1}\right)+n_{2}\left(B_{\vec{n}+\vec{e}_{i}, 2}-B_{\vec{n}, 2}\right)+\sigma_{\vec{n}}-\sigma_{\vec{n}+\vec{e}_{i}}+o(1)$, where the error term is as in Theorem 1.1. When $c(\vec{n}), c\left(\vec{n}+\vec{e}_{i}\right) \in\left[c^{*}, c^{* *}\right], \boldsymbol{\Im}_{\vec{n}}=\boldsymbol{\Im}_{\vec{n}+\vec{e}_{i}}$ and therefore (119) simply reduces to the second formula in (31). To deal with the remaining cases, let us again assume that $B_{c, 1}, B_{c, 2}$, and $\sigma_{c}$ are differentiable on $\left(0, c^{*}\right) \cup\left(c^{* *}, 1\right)$. Since

$$
c\left(\vec{n}+\vec{e}_{i}\right)-c(\vec{n})=\frac{(-1)^{i-1} n_{3-i}}{|\vec{n}|(|\vec{n}|+1)}
$$

it follows from (119) and the mean-value theorem that

$$
\begin{equation*}
b_{\vec{n}, i}-B_{\vec{n}+\vec{e}_{i}, i}+o(1)=\frac{(-1)^{i-1} n_{3-i}}{|\vec{n}|+1}\left(c(\vec{n}) B_{\xi(\vec{n}), 1}^{\prime}+(1-c(\vec{n})) B_{\eta(\vec{n}), 2}^{\prime}+\frac{\sigma_{\zeta(\vec{n})}^{\prime}}{|\vec{n}|}\right) \tag{120}
\end{equation*}
$$

where the error term is as in Theorem 1.1 and $\xi(\vec{n}), \eta(\vec{n}), \zeta(\vec{n})$ lie between $c(\vec{n})$ and $c\left(\vec{n}+\vec{e}_{i}\right)$. Now let $c$ and $\mathcal{N}_{c}$ be as (117). Since $\xi(\vec{n}), \eta(\vec{n}), \zeta(\vec{n}) \rightarrow c$ as $|\vec{n}| \rightarrow \infty, \vec{n} \in \mathcal{N}_{c}$, we get from (117) and (119) that the last relation in (35) takes place. As pointed out right after Theorem 1.4, (34) and the top line of (35) imply infinite differentiability and boundedness of all the derivatives. Thus, we get from the mean-value theorem that

$$
\left|B_{\xi(\vec{n}), 1}^{\prime}-B_{c(\vec{n}), 1}^{\prime}\right|,\left|B_{\eta(\vec{n}), 2}^{\prime}-B_{c(\vec{n}), 2}^{\prime}\right| \lesssim|\vec{n}|^{-1}
$$

with a constant independent of $\vec{n}$. Assuming further boundedness of $\sigma_{c}^{\prime}$ on $\left(0, c^{*}\right) \cup\left(c^{* *}, 1\right)$, we get from the bottom relation in (35) and (120) that

$$
b_{\vec{n}, i}-B_{\vec{n}+\vec{e}_{i}, i}+o(1)=O\left(|\vec{n}|^{-1}\right)
$$

uniformly in $\vec{n}$ when at least one of the numbers $c(\vec{n}), c\left(\vec{n}+\vec{e}_{i}\right)$ belong to $\left(0, c^{*}\right] \cup\left[c^{* *}, 1\right)$ (notice that if for example $c\left(\vec{n}+\vec{e}_{1}\right)<c^{*}<c(\vec{n})$, then $B_{\vec{n}, i}=B_{c^{*}, i}, \sigma_{\vec{n}}=\sigma_{c^{*}}$ and therefore (119) still yields (120) with $\left.\xi(\vec{n}), \eta(\vec{n}), \zeta(\vec{n}) \in\left(c\left(\vec{n}+\vec{e}_{1}\right), c^{*}\right)\right)$. This finishes the proof of Theorem 1.3.
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[^1]:    ${ }^{1}$ The specific choice of the normalization in (6) is there for two reasons. First, under such a normalization the Markov function of $\mu_{i}$ becomes the Cauchy transform of $\rho_{i}$, i.e., $\int \frac{d \mu_{i}(x)}{z-x}=\int \frac{\rho_{i}(x)}{x-z} \frac{d x}{2 \pi \mathrm{i}}$. Second, when $\mu_{i}$ is a positive measure, the density $\log \left(\rho_{i} w_{c, i+}\right)$, appearing in (22), is a real-valued function.

[^2]:    ${ }^{3}$ in particular, the estimate holds in $\overline{\mathbb{C}}$ when $c^{*} \leqslant c(\vec{n}) \leqslant c^{* *}$.

