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Abstract. We study Jacobi matrices on trees whose coefficients are generated by multiple orthogonal polynomials.
Hilbert space decomposition into an orthogonal sum of cyclic subspaces is obtained. For each subspace, we find
generators and the generalized eigenfunctions written in terms of the orthogonal polynomials. The spectrum and its
spectral type are studied for large classes of orthogonality measures.
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Introduction

This paper is the third in the sequence of works [9, 10] that study the connection between Jacobi matrices on
trees and the theory of multiple orthogonal polynomials (MOPs). In [9], we have described a large class of MOPs
that generate bounded and self-adjoint Jacobi matrices on rooted homogeneous trees and established some basic
facts explaining this connection. In particular, we constructed a bijection between MOPs of the first type and a
class of such Jacobi matrices. In the follow-up paper [10], we performed a case study of the Angelesco systems
generated by two measures of orthogonality with analytic densities. We used Riemann-Hilbert analysis to obtain
asymptotics of MOPs and their recurrence coefficients. That led to a complete description of all the “right limits”
of these Jacobi matrices and allowed us to find their essential spectrum. In the current paper, we study the spectrum
and spectral decomposition in a more general situation. We focus on the case of two measures only and address
several questions that were left open in [9].

The rest of the paper is organized as follows. In the remaining part of the introduction, we emphasize the
importance of Jacobi matrices, outline their connection to orthogonal polynomials, provide a general definition of
Jacobi matrices on graphs, and state some of the properties of multiple orthogonal polynomials on the real line
that we need to study the Jacobi matrices we are interested in. After that, we focus exclusively on the study of
spectral properties of Jacobi matrices on trees generated by MOPs on the real line. In Part 1, we provide a full
Spectral Theorem for finite Jacobi matrices. In Part 2, we define Jacobi matrices on a 2-homogeneous infinite
rooted Cayley tree and discuss some of their basic properties. In Part 3, we study Jacobi matrices generated
by Angelesco systems and describe cyclic subspaces, generalized eigenfunctions, and the corresponding spectral
measures. Part 4 contains the spectral decomposition for Jacobi matrices on rooted trees with periodic coefficients.
That complements the construction in Part 3.

Orthogonal decomposition and spectrum

We recall some basic facts from the spectral theory of bounded self-adjoin operators (see, [2,3] and [38, Section
VII.2]). Let ℌ be a Hilbert space and 𝔄 be a bounded self-adjoint operator acting on it. We can study the spectrum
of this operator by obtaining a decomposition of ℌ into an orthogonal sum of cyclic subspaces of 𝔄. That is, take
any 𝔤1 P ℌ with unit norm, i.e., }𝔤1} “ 1, and generate the cyclic subspace

ℭ1
def
“ spant𝔄𝑚𝔤1 : 𝑚 “ 0, 1, . . .u.

We shall call 𝔤1 the first generator andℭ1 the first cyclic subspace. One can show that ℭ1 is invariant with respect to
𝔄. If ℭ1 Ă ℌ, we take 𝔤2 P ℌ, that satisfies }𝔤2} “ 1 and 𝔤2 K ℭ1. We denote by ℭ2 the cyclic space generated by
𝔤2. It is also invariant under 𝔄 and satisfies ℭ1 K ℭ2. Continuing this way, we obtain the following representation
of ℌ as a sum of orthogonal cyclic subspaces:

ℌ “ ‘𝑁
𝑚“1ℭ𝑚, (0.0.1)

where 𝑁 P N Y 8. Since 𝔄 is self-adjoint, the operator p𝔄 ´ 𝑧q´1 is bounded on ℌ for every 𝑧 P C`, the upper
half-plane. For each 𝑓 P ℌ, the function xp𝔄 ´ 𝑧q´1 𝑓 , 𝑓 y is in Herglotz-Nevanlinna class, i.e., it is analytic in
C` and has non-negative imaginary part there (we discuss this class below, see (3.1.8)). Moreover, since 𝔄 is
bounded, we have an integral representation

xp𝔄 ´ 𝑧q´1 𝑓 , 𝑓 y “

ż

R

𝑑𝜌 𝑓 p𝑥q

𝑥 ´ 𝑧
, 𝑧 P C` , (0.0.2)

where the measure 𝜌 𝑓 is called the spectral measure of 𝑓 . Then, the following result holds.

Theorem 0.0.1. Let 𝔄 be a bounded self-adjoint operator on a Hilbert space ℌ and let 𝜎p𝔄q denote its spectrum.
It holds that

𝜎p𝔄q “

𝑁
ď

𝑚“1
supp 𝜌𝔤𝑚 ,

where 𝜌𝔤𝑚 is the spectral measure of the generator 𝔤𝑚 for the cyclic subspace ℭ𝑚 from decomposition (0.0.1).

Decomposition (0.0.1) can be used as follows. Fix ℭ𝑚. Taking a sequence of vectors

t𝔤𝑚,𝔄𝔤𝑚,𝔄
2𝔤𝑚, . . .u

and running Gramm-Schmidt orthogonalization procedure gives the orthonormal basis in ℭ𝑚 in which the restric-
tion of 𝔄 to ℭ𝑚 takes the form of either an infinite or a finite (depending on dimℭ𝑚) one-sided Jacobi matrix,
see (0.0.3) and (0.0.6), further below. It turns out that these matrices are related to orthogonal polynomials, a
connection that is central to our interest in the subject.
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Classical Jacobi matrices

Let t𝑎 𝑗u, t𝑏 𝑗u P ℓ8pZ`q and 𝑎 𝑗 ą 0, 𝑏 𝑗 P R, hereafter Z`
def
“ t0, 1, 2, . . .u and N def

“ t1, 2, . . .u. An infinite
one-sided Jacobi matrix is a matrix of the form

𝔍
def
“

»

—

—

—

—

–

𝑏0
?
𝑎0 0 0 . . .

?
𝑎0 𝑏1

?
𝑎1 0 . . .

0 ?
𝑎1 𝑏2

?
𝑎2 . . .

0 0 ?
𝑎2 𝑏3 . . .

. . . . . . . . . . . . . . .

fi

ffi

ffi

ffi

ffi

fl

, (0.0.3)

and an 𝑁–dimensional Jacobi matrix is the upper-left 𝑁 ˆ𝑁 corner of (0.0.3), see (0.0.6) further below. We define
two sets of measures on the real line

𝔐
def
“

 

` : supp ` Ă r´𝑅`, 𝑅`s, 𝑅` ă 8, and # supp ` “ 8
(

and 𝔐1
def
“

 

` P 𝔐 : `pRq “ 1
(

,

where the cardinality of a set 𝑆 is denoted by #𝑆. One-sided infinite Jacobi matrices with uniformly bounded
entries are known to be in one-to-one correspondence with 𝔐1, the set of probability measures on Rwhose support
is compact and has infinite cardinality. This bijection is realized via polynomials orthogonal on the real line. On
the one hand, since 𝔍 defines a bounded self-adjoint operator on the Hilbert space ℓ2pZ`q, we can consider the
spectral measure of the vector p1, 0, 0, . . .q, see (0.0.2). We will call it 𝜌p𝔍q. On the other hand, given ` P 𝔐1, one
can produce a Jacobi matrix in the following way. Let 𝑝𝑛p𝑥, `q be the 𝑛-th orthonormal polynomial with respect
to `, i.e., 𝑝𝑛p𝑥, `q is a polynomial of degree 𝑛 such that

ż

R
𝑝𝑛p𝑥, `q𝑥𝑚𝑑`p𝑥q “ 0, 𝑚 “ 0, . . . , 𝑛 ´ 1 ,

that is normalized so that

coeff𝑛𝑝𝑛 ą 0,
ż

R
𝑝2
𝑛p𝑥, `q𝑑`p𝑥q “ 1 ,

where coeff𝑛𝑄 is the coefficient in front of 𝑥𝑛 of the polynomial 𝑄p𝑥q. It is known that polynomials 𝑝𝑛p𝑥, `q

satisfy the three-term recurrence relations

𝑥𝑝𝑛p𝑥, `q “
?
𝑎𝑛𝑝𝑛`1p𝑥, `q ` 𝑏𝑛𝑝𝑛p𝑥, `q `

?
𝑎𝑛´1𝑝𝑛´1p𝑥, `q, 𝑛 “ 0, 1, . . . , (0.0.4)

where 𝑎𝑛 ą 0, 𝑏𝑛 P R and 𝑝´1
def
“ 0, 𝑎´1

def
“ 0. The coefficients t𝑎𝑛u, t𝑏𝑛u are defined uniquely by ` and one can

show that
t𝑎𝑛u, t𝑏𝑛u P ℓ8pZ`q .

Let 𝔍 be defined via (0.0.3) with these coefficients. It is a general fact of the theory [2, 3] that

𝜌p𝔍q “ ` and therefore 𝜎p𝔍q “ supp ` . (0.0.5)

The above correspondence is one-to-one: one can start with a bounded self-adjoint Jacobi matrix (0.0.3),
compute 𝜌p𝔍q, the spectral measure of p1, 0, 0, . . .q, via (0.0.2), take 𝜌p𝔍q as a measure of orthogonality ` and,
finally, define the orthogonal polynomials whose recurrence coefficients will give rise to the same 𝔍.

It follows from (0.0.4) that the sequence t𝑝𝑛p𝑥, `qu, with ` “ 𝜌p𝔍q, represents the generalized eigenfunction
of 𝔍. That can be made explicit by the following statement, see [2, 3], which, together with (0.0.4), can be taken
as a definition of a generalized eigenfunction.

Proposition 0.0.2. Suppose ` P 𝔐1. The map

𝛼p𝑥q ÞÑ p𝛼 “
 

p𝛼p𝑛q
(

𝑛PZ`
, p𝛼p𝑛q

def
“

ż

𝛼p𝑥q𝑝𝑛p𝑥, `q𝑑`p𝑥q,

is a unitary map from 𝐿2p`q onto ℓ2pZ`q such that

}𝛼}2
𝐿2p`q

“ }p𝛼}2
ℓ2pZ`q

.

This map establishes unitary equivalence of the operator 𝔍 on ℓ2pZ`q and the operator of multiplication by 𝑥 on
𝐿2p`q. In particular,

𝑥𝛼p𝑥q ÞÑ 𝔍p𝛼.
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Finite Jacobi matrices can also be studied via polynomials orthogonal on the real line although the measure of
orthogonality giving rise to a particular matrix

𝔍𝑁
def
“

»

—

—

—

—

–

𝑏0
?
𝑎0 0 . . . . . . 0

?
𝑎0 𝑏1

?
𝑎1 . . . . . . 0

0 ?
𝑎1 𝑏2 . . . . . . 0

. . . . . . . . . . . . . . . . . .

0 0 0 . . .
?
𝑎𝑁´1 𝑏𝑁

fi

ffi

ffi

ffi

ffi

fl

(0.0.6)

is not unique, which has to do with multiple solutions to a moment problem, see [2]. Let ` be any measure of
orthogonality such that 𝔍𝑁 is upper-left p𝑁 ` 1q ˆ p𝑁 ` 1q corner of 𝔍 generated by the orthogonal polynomials
t𝑝𝑛p𝑥, `qu. If ®𝑝𝑁

def
“ p𝑝0, . . . , 𝑝𝑁 q, we get

p𝔍𝑁 ´ 𝑥q ®𝑝𝑁 p𝑥q “ ´
?
𝑎𝑁 𝑝𝑁`1p𝑥q𝛿p𝑁 q, 𝛿p𝑁 q def

“ p0, . . . , 0, 1q . (0.0.7)

The last identity provides, in particular, the characterization of the spectrum of 𝔍𝑁 :

𝜎p𝔍𝑁 q “ t𝐸 : 𝑝𝑁`1p𝐸, `q “ 0u . (0.0.8)

Jacobi matrices on graphs

We are interested in the generalizations of the above notion of a Jacobi matrix to the case when underlying
Hilbert space is realized not as ℓ2pZ`q, but as a space of square-integrable functions on vertices of a tree.

Let G “ pV,Eq be an infinite graph, where V and E stand for the sets of its vertices and edges, respectively. The
set of directed edges will be denoted by ®E. For 𝑌 P V, the symbol 𝛿p𝑌 q indicates the Kronecker symbol at 𝑌 , i.e.,
the function which is equal to 1 at 𝑌 and zero otherwise. Given two vertices 𝑉1, 𝑉2 P V, we shall write 𝑉1 „ 𝑉2 if
they are connected by an edge and also use this notation to denote the edge itself. The edge directed from 𝑉1 to 𝑉2
will be denoted by r𝑉1, 𝑉2s.

A connected graph that has no loops is called a tree, in which case we shall use the symbol T instead of G.
If every vertex in a tree has the same number of neighbors, this tree is called homogeneous. We can construct a
rooted homogeneous tree of degree 𝑑 ` 1 as follows. One starts with the root 𝑂 and connects it to 𝑑 “children”
that we name 𝑂p𝑐ℎq, 𝑗 , 𝑗 “ 1, . . . , 𝑑. Then, we connect each 𝑂p𝑐ℎq, 𝑗 to 𝑑 new vertices. Continuing this process
generation by generation, we obtain an infinite rooted tree in which 𝑂 has 𝑑 neighbors, and any other vertex has
𝑑 ` 1 neighbors. For each𝑌 ‰ 𝑂, the vertex𝑌p𝑝q indicates its unique parent and𝑌p𝑐ℎq, 𝑗 , 𝑗 “ 1, . . . , 𝑑, its children.
Given functions 𝑓 and 𝐹 on V and E, respectively, we shall denote by 𝑓𝑌 the value of 𝑓 at 𝑌 and by 𝐹𝑍,𝑌 p“ 𝐹𝑌 ,𝑍 q

the value of 𝐹 at an edge 𝑍 „ 𝑌 .
Given a graph G “ pV,Eq, let 𝑉 , 𝑊 , and 𝜎 be functions on V, E, and ®E, respectively. Assume that 𝑉 and 𝑊 are

both bounded, 𝑊 ą 0, and 𝜎 takes value in t0, 1u. By definition 𝑊𝑌 ,𝑍 “ 𝑊𝑍,𝑌 while 𝜎r𝑌 ,𝑍s and 𝜎r𝑍,𝑌 s might
not be equal to each other. If there is a constant 𝐶 such that each vertex has at most 𝐶 neighbors, we can define an
operator, a generalized Jacobi matrix on the graph G, by

pJ 𝑓 q𝑌
def
“ 𝑉𝑌 𝑓𝑌 `

ÿ

𝑍„𝑌

p´1q𝜎r𝑌 ,𝑍s𝑊
1{2
𝑌 ,𝑍

𝑓𝑍 , (0.0.9)

where 𝑓 is any function on V. We call J a generalized Jacobi matrix since in most of the literature it is common
to define J with 𝜎 ” 0. We, however, allow a more general setup, which, as we explain later, is more natural in
the case of Jacobi matrices generated by multiple orthogonality. Keeping this distinction in mind, throughout the
paper we call J from (0.0.9) simply a Jacobi matrix on G.

As we already mentioned, we are interested in the connection between Jacobi matrices on graphs and orthogonal
polynomials. In the full generality of definition (0.0.9) such a connection no longer exists. However, there are
large classes of Jacobi operators on trees that can be defined via multiple orthogonal polynomials. Spectral theory
of Jacobi matrices and Schrödinger operators on trees is a vibrant topic of modern mathematical physics, see,
e.g., [1, 13, 15, 16, 27, 29, 34, 35]. It is conceivable that the powerful tools developed for the analysis of multiple
orthogonality, already known to have applications in number theory, statistics, and random matrices, can find new
applications in the analysis of quantum systems.

Multiple orthogonal polynomials

The system of polynomials orthogonal on the real line can be generalized to the case of orthogonality with
respect to several measures. This multiple orthogonality, being a classical area of approximation theory, has
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connections to number theory, numerical analysis, etc., see [7, 33, 36] for the introduction to this topic. To define
it, consider

®̀ def
“ p`1, `2q, supp `𝑘 Ď R, and ®𝑛 def

“ p𝑛1, 𝑛2q P Z2
`, |®𝑛|

def
“ 𝑛1 ` 𝑛2,

where we assume that all the moments of the measures `1, `2 are finite.
Definition. Polynomials 𝐴

p1q

®𝑛 p𝑥q and 𝐴
p2q

®𝑛 p𝑥q, deg 𝐴
p𝑘q

®𝑛 ď 𝑛𝑘 ´ 1, 𝑘 P t1, 2u, that satisfy
ż

R
𝑥𝑚

`

𝐴
p1q

®𝑛 p𝑥q𝑑`1p𝑥q ` 𝐴
p2q

®𝑛 p𝑥q𝑑`2p𝑥q
˘

“ 0, 𝑚 P t0, . . . , |®𝑛| ´ 2u , (0.0.10)

are called type I multiple orthogonal polynomials (type I MOPs). We assume that 𝐴p𝑘q

®𝑛 p𝑥q ı 0 unless 𝑛𝑘 ´ 1 ă 0.
Furthermore, non-identically zero polynomial 𝑃®𝑛p𝑥q is called type II multiple orthogonal polynomial (type II
MOP) if it satisfies

deg 𝑃®𝑛 ď |®𝑛|,

ż

R
𝑃®𝑛p𝑥q𝑥𝑚𝑑`𝑘p𝑥q “ 0 for all 𝑚 P t0, . . . , 𝑛𝑘 ´ 1u and 𝑘 P t1, 2u. (0.0.11)

Polynomials of the first and second type always exist. The question of uniqueness is more involved. If every
𝑃®𝑛p𝑥q has degree exactly |®𝑛|, then the multi-index ®𝑛 is called normal and we choose the following normalization

𝑃®𝑛p𝑥q “ 𝑥|®𝑛| ` ¨ ¨ ¨ ,

i.e., the polynomial 𝑃®𝑛p𝑥q is monic. It turns out that ®𝑛 is normal if and only if the following linear form

𝑄 ®𝑛p𝑥q
def
“ 𝐴

p1q

®𝑛 p𝑥q𝑑`1p𝑥q ` 𝐴
p1q

®𝑛 p𝑥q𝑑`2p𝑥q (0.0.12)

is defined uniquely up to multiplication by a constant. In this case deg 𝐴
p𝑘q

®𝑛 “ 𝑛𝑘 ´ 1 and we will normalize the
polynomials of the first type by

ż

R
𝑥|®𝑛|´1𝑄 ®𝑛p𝑥q “ 1 . (0.0.13)

Definition. The vector ®̀ is called perfect if all the multi-indices ®𝑛 P Z2
` are normal.

Besides the orthogonal polynomials, we will need the functions of the second kind.
Definition. The functions

𝐿 ®𝑛p𝑧q
def
“

ż

R

𝑄 ®𝑛p𝑥q

𝑧 ´ 𝑥
and 𝑅®𝑛,𝑘p𝑧q

def
“

ż

R

𝑃®𝑛p𝑥q𝑑`𝑘p𝑥q

𝑧 ´ 𝑥
, 𝑘 P t1, 2u, (0.0.14)

are called functions of the second kind associated to the linear forms𝑄 ®𝑛p𝑥q and to polynomials 𝑃®𝑛p𝑥q, respectively.
If 𝑑 “ 1, type II polynomials 𝑃®𝑛p𝑥q are the standard monic polynomials orthogonal on the real line with

respect to the measure `1 and the polynomials 𝐴
p1q

®𝑛 p𝑥q are proportional to 𝑝𝑛´1p𝑥, `1q with the coefficient of
proportionality that can be computed explicitly.

In the literature on orthogonal polynomials, the following Cauchy-type integral

p̀p𝑧q
def
“

ż

R

𝑑`p𝑥q

𝑧 ´ 𝑥
, 𝑧 R supp ` , ` P 𝔐, (0.0.15)

is often referred to as a Markov function. If `1, `2 P 𝔐, we can rewrite 𝐿 ®𝑛p𝑧q as

𝐿 ®𝑛p𝑧q “ 𝐴
p1q

®𝑛 p𝑧q p̀1p𝑧q ` 𝐴
p2q

®𝑛 p𝑧q p̀2p𝑧q ´ 𝐴
p0q

®𝑛 p𝑧q, (0.0.16)

where 𝐴
p0q

®𝑛 p𝑧q is a polynomial given by

𝐴
p0q

®𝑛 p𝑧q
def
“

ż

R

𝐴
p1q

®𝑛 p𝑧q ´ 𝐴
p1q

®𝑛 p𝑥q

𝑧 ´ 𝑥
𝑑`1p𝑥q `

ż

R

𝐴
p2q

®𝑛 p𝑧q ´ 𝐴
p2q

®𝑛 p𝑥q

𝑧 ´ 𝑥
𝑑`2p𝑥q. (0.0.17)

Similarly to classical orthogonal polynomials on the real line, the above MOPs also satisfy nearest-neighbor
lattice recurrence relations. Denote by ®𝑒1

def
“ p1, 0q and ®𝑒2

def
“ p0, 1q the standard basis vectors in R2. Assume that

®̀ “ p`1, `2q is perfect . (0.0.18)
This is an assumption we carry throughout the paper. In this case, see, e.g., [33, 41], there exist real constants
t𝑎 ®𝑛,1, 𝑎 ®𝑛,2, 𝑏 ®𝑛,1, 𝑏 ®𝑛,2u®𝑛PZ2

`
, which we call the recurrence coefficients corresponding to the system ®̀, such that the

linear forms 𝑄 ®𝑛p𝑥q satisfy

𝑥𝑄 ®𝑛p𝑥q “ 𝑄 ®𝑛´®𝑒𝑖 p𝑥q ` 𝑏 ®𝑛´®𝑒𝑖 ,𝑖𝑄 ®𝑛p𝑥q ` 𝑎 ®𝑛,1𝑄 ®𝑛`®𝑒1p𝑥q ` 𝑎 ®𝑛,2𝑄 ®𝑛`®𝑒2p𝑥q , ®𝑛 P N2, (0.0.19)
for each 𝑖 P t1, 2u, while it holds for type II polynomials that

𝑥𝑃®𝑛p𝑥q “ 𝑃®𝑛`®𝑒𝑖 p𝑥q ` 𝑏 ®𝑛,𝑖𝑃®𝑛p𝑥q ` 𝑎 ®𝑛,1𝑃®𝑛´®𝑒1p𝑥q ` 𝑎 ®𝑛,2𝑃®𝑛´®𝑒2p𝑥q , ®𝑛 P Z2
`, (0.0.20)
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again, for each 𝑖 P t1, 2u, where we let 𝑃®𝑛´®𝑒𝑙 p𝑥q ” 0 when the 𝑙-th components of ®𝑛 ´ ®𝑒𝑙 is negative. It is known
that

𝑎 ®𝑛,𝑖 ‰ 0, ®𝑛 P N2, 𝑖 P t1, 2u, and

#

𝑎p𝑛,0q,1, 𝑎p0,𝑛q,2 ą 0, 𝑛 P N,

𝑎p0,𝑛q,1 “ 𝑎p𝑛,0q,2
def
“ 0, 𝑛 P Z`,

(0.0.21)

where the first conclusion follows from perfectness and an explicit integral representation for 𝑎 ®𝑛,𝑖 , see [41,
Equation (1.8)], and the second one is part definition and part a consequence of positivity of parameters t𝑎𝑛u in
(0.0.4).
Remark. For perfect systems ®̀, one can show that (0.0.19) implies the recursion for the type I polynomials
themselves:

𝑥𝐴
p 𝑗q

®𝑛 p𝑥q “ 𝐴
p 𝑗q

®𝑛´®𝑒𝑖
p𝑥q ` 𝑏 ®𝑛´®𝑒𝑖 ,𝑖𝐴

p 𝑗q

®𝑛 p𝑥q ` 𝑎 ®𝑛,1𝐴
p 𝑗q

®𝑛`®𝑒1
p𝑥q ` 𝑎 ®𝑛,2𝐴

p 𝑗q

®𝑛`®𝑒2
p𝑥q , ®𝑛 P N2, 𝑖, 𝑗 P t1, 2u . (0.0.22)

The recurrence coefficients t𝑎 ®𝑛,𝑖 , 𝑏 ®𝑛,𝑖u are uniquely determined by ®̀. However, when 𝑑 ą 1, unlike in the
one-dimensional case, we can not prescribe them arbitrarily. In fact, coefficients in (0.0.19) and (0.0.20) satisfy the
so-called “consistency conditions”, see, e.g., [41, Theorem 3.2] and [11], which is a system of nonlinear difference
equations:

𝑏 ®𝑛`®𝑒𝑖 , 𝑗 ´ 𝑏 ®𝑛, 𝑗 “ 𝑏 ®𝑛`®𝑒 𝑗 ,𝑖 ´ 𝑏 ®𝑛,𝑖 ,

2
ÿ

𝑘“1
𝑎 ®𝑛`®𝑒 𝑗 ,𝑘 ´

2
ÿ

𝑘“1
𝑎 ®𝑛`®𝑒𝑖 ,𝑘 “ 𝑏 ®𝑛`®𝑒 𝑗 ,𝑖𝑏 ®𝑛, 𝑗 ´ 𝑏 ®𝑛`®𝑒𝑖 , 𝑗𝑏 ®𝑛,𝑖 ,

𝑎 ®𝑛,𝑖p𝑏 ®𝑛, 𝑗 ´ 𝑏 ®𝑛,𝑖q “ 𝑎 ®𝑛`®𝑒 𝑗 ,𝑖p𝑏 ®𝑛´®𝑒𝑖 , 𝑗 ´ 𝑏 ®𝑛´®𝑒𝑖 ,𝑖q,

where ®𝑛 P N2 and 𝑖, 𝑗 P t1, 2u. Conversely, see [23, Theorem 3.1], solution to this nonlinear system is unique and
uniquely defines ®̀ (`𝑘 ’s are the spectral measures of the Jacobi operators corresponding to the boundary values)
provided the boundary values are properly defined.

Part 1. Jacobi matrices on finite rooted trees

The goal of this part of the paper is to prove analogs of (0.0.7) and (0.0.8) for Jacobi matrices (0.0.9) on finite
trees in the case when these Jacobi matrices are generated by multiple orthogonality.

1.1. Definitions and basic properties

1.1.1. Finite trees. Fix ®𝑁 “ p𝑁1, 𝑁2q P N2. Truncate Z2
` to a discrete rectangle

R ®𝑁 “ t®𝑛 : 𝑛1 ď 𝑁1, 𝑛2 ď 𝑁2u

and denote by P ®𝑁 the family of all paths of length | ®𝑁| “ 𝑁1 ` 𝑁2 connecting the points ®𝑁 “ p𝑁1, 𝑁2q and p0, 0q

(within a path exactly one of the coordinates is decreasing by 1 at each step). The tree T ®𝑁 is obtained by untwining

p2, 1q „ 𝑂

p1, 1q „ 𝑋p𝑝q “ 𝑌p𝑝q p2, 0q „ 𝑍p𝑝q

p0, 1q „ 𝑋 “ 𝐴p𝑝q p1, 0q „ 𝑌 “ 𝐵p𝑝q p1, 0q „ 𝑍 “ 𝐶p𝑝q

p0, 0q „ 𝐴 “ 𝑋p𝑐ℎq,2 p0, 0q „ 𝐵 “ 𝑌p𝑐ℎq,1 p0, 0q „ 𝐶 “ 𝑍p𝑐ℎq,1

Figure 1. Tree for ®𝑁 “ p2, 1q.

P ®𝑁 in such a way that P ®𝑁 is in one-to-one correspondence with the paths in T ®𝑁 originating at the root, say 𝑂,
which corresponds to ®𝑁 , see Figure 1 for ®𝑁 “ p2, 1q.
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We denote by V ®𝑁 the set of the vertices of T ®𝑁 . The above construction defines a projection Π : V ®𝑁 Ñ R ®𝑁 as
follows: given 𝑌 P V ®𝑁 we consider the path from 𝑂 to 𝑌 , take the corresponding path on R ®𝑁 , and let Πp𝑌q to be
its endpoint (the one which is not ®𝑁). We denote by ℓ2pV ®𝑁 q the set of all functions on V ®𝑁 with the norm coming
from the standard inner product x¨, ¨y.

As agreed before, we denote by 𝑌p𝑝q the “parent” of 𝑌 . To distinguish the “children” of a vertex 𝑌 we introduce
an index function ] by

] : V ®𝑁 Ñ t1, 2u 𝑍 ÞÑ ]𝑍 such that Πp𝑍p𝑝qq “ Πp𝑍q ` ®𝑒 ]𝑍 . (1.1.1)
Then, if 𝑌 “ 𝑍p𝑝q, we write 𝑍 “ 𝑌p𝑐ℎq, ]𝑍 , see Figure 1. We further let

𝑐ℎp𝑌q
def
“

 

𝑖 : 𝑛𝑖 ą 0, Πp𝑌q “ p𝑛1, 𝑛2q
(

to be the index set of the children of 𝑌 . It will be convenient to introduce an artificial vertex 𝑂p𝑝q, a formal parent
of the root 𝑂. We do not include 𝑂p𝑝q into V ®𝑁 , but we do extend every function 𝑓 on V ®𝑁 to 𝑂p𝑝q by setting
𝑓𝑂p𝑝q

“ 0 (recall that we denote the value of a function 𝑓 at 𝑌 P V ®𝑁 by 𝑓𝑌 ).

1.1.2. Jacobi matrices generated by multiple orthogonality. Let ®̀ be a perfect system and t𝑎 ®𝑛,𝑖 , 𝑏 ®𝑛,𝑖u be its
recurrence coefficients, see (0.0.19) and (0.0.20). In this subsection, we specialize definition (0.0.9) to the case of
finite trees T ®𝑁 and Jacobi matrices whose potentials 𝑉,𝑊 , and the signature 𝜎 come from ®̀.

Fix ®̂ P R2 such that | ®̂| “ ^1 ` ^2 “ 1. We define the potentials 𝑉 “ 𝑉 ®̀ ,𝑊 “ 𝑊 ®̀ : V ®𝑁 Ñ R (as with most
quantities dependent on ®̀, we drop the dependence on ®̀ from notation) by

𝑉𝑂
def
“ ^1𝑏 ®𝑁 ,1 ` ^2𝑏 ®𝑁 ,2, 𝑊𝑂

def
“ 1, and 𝑉𝑌

def
“ 𝑏Πp𝑌 q, ]𝑌 , 𝑊𝑌

def
“

ˇ

ˇ𝑎Πp𝑌p𝑝qq, ]𝑌

ˇ

ˇ, 𝑌 ‰ 𝑂. (1.1.2)

This definition is consistent with (0.0.9) if we let 𝑊𝑌p𝑝q ,𝑌 “ 𝑊𝑌 ,𝑌p𝑝q
“ 𝑊𝑌 (for trees, neighboring vertices always

form child/parent pairs). We further choose function 𝜎 : V ®𝑁 Ñ t0, 1u to recover the signs of the recurrence
coefficients 𝑎 ®𝑛,𝑖 . Namely, we set 𝜎𝑌 to be such that

p´1q𝜎𝑌𝑊𝑌 “ 𝑎Πp𝑌p𝑝qq, ]𝑌 , 𝑌 ‰ 𝑂, and 𝜎𝑂
def
“ 0 (1.1.3)

(observe that 𝑊𝑌 ą 0 since 𝑎 ®𝑛`®𝑒𝑖 ,𝑖 ‰ 0 by (0.0.21)). To relate back to the definition given in (0.0.9), we set
𝜎r𝑌 ,𝑌p𝑝qs “ 0 and 𝜎r𝑌p𝑝q ,𝑌 s “ 𝜎𝑌 . With these definitions, (0.0.9) specializes to

pJ ®̂, ®𝑁 𝑓 q𝑌
def
“ 𝑉𝑌 𝑓𝑌 ` 𝑊

1{2
𝑌

𝑓𝑌p𝑝q
`

ÿ

𝑙P𝑐ℎp𝑌 q

p´1q
𝜎𝑌p𝑐ℎq,𝑙𝑊

1{2
𝑌p𝑐ℎq,𝑙

𝑓𝑌p𝑐ℎq,𝑙
, (1.1.4)

which we call a Jacobi matrix on a finite tree T ®𝑁 .
For a given multi-index ®𝑛, let 𝑃®𝑛p𝑧q be the type II MOP with respect to ®̀, see (0.0.11). We consider 𝑧 P C` as

a parameter and put

𝑝𝑌 p𝑧q
def
“ 𝑚´1

𝑌
𝑃𝑌 p𝑧q, 𝑃𝑌 p𝑧q

def
“ 𝑃Πp𝑌 qp𝑧q, and 𝑚𝑌

def
“

ź

𝑍Ppathp𝑌 ,𝑂q

𝑊
´1{2
𝑍

, (1.1.5)

where pathp𝑌,𝑂q is the non-self-intersecting path connecting 𝑌 and 𝑂 that includes both 𝑌 and 𝑂. Obviously, all
three functions 𝑝, 𝑃, and 𝑚 depend on ®̀. To uniformize the notation, let us formally set

𝑃Πp𝑂p𝑝qqp𝑧q
def
“ ^1𝑃 ®𝑁`®𝑒1

p𝑧q ` ^2𝑃 ®𝑁`®𝑒2
p𝑧q. (1.1.6)

Given 𝑋 P V ®𝑁 , denote by T ®𝑁 r𝑋s
the subtree of T ®𝑁 with root at 𝑋 and by V ®𝑁 r𝑋s

the set of its vertices. Let Jr𝑋s

and 𝑝r𝑋s be the restriction of J ®̂, ®𝑁 and 𝑝 to T ®𝑁 r𝑋s
and V ®𝑁 r𝑋s

, respectively. Then, it follows from (0.0.20) that

Jr𝑋s𝑝r𝑋sp𝑧q “ 𝑧𝑝r𝑋sp𝑧q ´
`

𝑚´1
𝑋

𝑃Πp𝑋p𝑝qqp𝑧q
˘

𝛿p𝑋q, (1.1.7)
which is an identity reminiscent of (0.0.7).

1.1.3. Conditions on ®̀. Recall that ®̀ is a perfect system since, otherwise, its recurrence coefficients might not
exist for all ®𝑛 P R ®𝑁 , which makes J ®̂, ®𝑁 undefined. Besides that, we place one more set of conditions on ®̀. Denote
by 𝐸Πp𝑌 q the set of zeroes of 𝑃Πp𝑌 qp𝑥q, 𝑌 P V ®𝑁 Y t𝑂p𝑝qu (recall (1.1.6)). Notice that 𝐸Πp𝑂p𝑝qq “ 𝐸 ®𝑁`®𝑒𝑖 when
®̂ “ ®𝑒𝑖 , 𝑖 P t1, 2u. Our additional assumptions on ®̀ are

#

𝐸Πp𝑌 q Ă R, #𝐸Πp𝑌 q “ |Πp𝑌q|, 𝑌 P V ®𝑁 Y t𝑂p𝑝qu,

𝐸Πp𝑌 q X 𝐸Πp𝑌p𝑝qq “ ∅, 𝑌 P V ®𝑁 ,
(1.1.8)

where we put |Πp𝑂p𝑝qq|
def
“ | ®𝑁| ` 1 and #𝑆 denotes the cardinality of 𝑆. That is, we assume that all zeroes of each

polynomial 𝑃Πp𝑌 qp𝑥q are real and simple, and that 𝑃Πp𝑌 qp𝑥q and 𝑃Πp𝑌p𝑝qqp𝑥q do not have common zeroes.
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All the classical examples of type II MOPs satisfy (1.1.8). Indeed, for Angelesco systems, see Part 3 further
below, multiple Hermite polynomials [41, Section 5.1], multiple Laguerre polynomials of the second kind [41,
Section 5.4], multiple Charlier polynomials [41, Section 5.2], and multiple Meixner polynomials of the first
kind [32, Section 3.3], it holds that

𝑎 ®𝑛,𝑖 ą 0 ®𝑛 P N2, 𝑖 P t1, 2u. (1.1.9)
This, together with perfectness (all the above examples form perfect systems) implies, see [32, Theorem 2.2], that

𝑥 ®𝑛`®𝑒𝑖 ,1 ă 𝑥 ®𝑛,1 ă 𝑥 ®𝑛`®𝑒𝑖 ,2 ă 𝑥 ®𝑛,2 ă . . . ă 𝑥 ®𝑛,|®𝑛| ă 𝑥 ®𝑛`®𝑒𝑖 ,|®𝑛|`1 (1.1.10)

for each 𝑖 P t1, 2u, where we write 𝐸 ®𝑛 “ t𝑥 ®𝑛,1, . . . , 𝑥 ®𝑛,|®𝑛|u. That is, the zeroes of 𝑃®𝑛p𝑥q and 𝑃®𝑛`®𝑒𝑖 p𝑥q interlace.
Hence, the only conditions that remain to be checked in (1.1.8) are those that involve𝑂p𝑝q and they, of course, depend
on ®̂. The positivity of 𝑎 ®𝑛,𝑖 , i.e., the condition (1.1.9), is not satisfied by other classical systems such as Nikishin
systems, see Section 1.4 further below, multiple Laguerre polynomials of the first kind [41, Section 5.3], Jacobi-
Piñeiro polynomials [41, Section 5.5], and multiple Meixner polynomials of the second kind [32, Section 3.7].
However, it is known that type II MOPs form the so-called AT-systems and their zeroes again satisfy (1.1.10) for
all just listed examples, see [32]. Hence, all conditions in (1.1.8), except for the ones involving 𝑂p𝑝q, are satisfied
automatically.

1.2. Spectral analysis

1.2.1. Spectrum and eigenvalues. One can readily see from (1.1.7) that every 𝐸 P 𝐸Πp𝑂p𝑝qq is an eigenvalue and

J ®̂, ®𝑁 𝑏p𝐸,𝑂p𝑝qq “ 𝐸𝑏p𝐸,𝑂p𝑝qq, 𝑏p𝐸,𝑂p𝑝qq
def
“ 𝑝p𝐸q. (1.2.1)

We call 𝑏p𝐸,𝑂p𝑝qq the trivial canonical eigenvector. To identify the remaining eigenvalues and eigenvectors, we
set

E ®̂, ®𝑁
def
“ 𝐸Πp𝑂p𝑝qq Y

ď

𝑌PV ®𝑁 : #𝑐ℎp𝑌 q“2
𝐸Πp𝑌 q. (1.2.2)

The condition #𝑐ℎp𝑌q “ 2 is equivalent to Πp𝑌q P N2. Hence, the set E ®̂, ®𝑁 consists of 𝐸Πp𝑂p𝑝qq and the zeroes
of type II MOPs that are “truly” multiple orthogonal, i.e., they satisfy orthogonality conditions on both intervals.
Given 𝐸 P E ®̂, ®𝑁 , let Jointp𝐸q be the set of joints corresponding to 𝐸 defined by

Jointp𝐸q
def
“

 

𝑌 P V ®𝑁 : 𝑃𝑌 p𝐸q “ 0 and #𝑐ℎp𝑌q “ 2
(

. (1.2.3)

If 𝐸 P 𝐸Πp𝑂p𝑝qq and 𝐸 R
Ť

𝑌PV ®𝑁 : #𝑐ℎp𝑌 q“2 𝐸Πp𝑌 q, then Jointp𝐸q “ ∅; otherwise, Jointp𝐸q ‰ ∅. To each
𝑋 P Jointp𝐸q, we associate a special vector. To define it, recall that 𝑊𝑌 ą 0 for all 𝑌 , see the remark after formula
(1.1.3), and that 𝑝𝑋p𝑐ℎq,𝑙

p𝐸q ‰ 0 by (1.1.8) when 𝑋 P Jointp𝐸q. We will need a standard notation: if B is a subset
of a graph G, the symbol 𝜒B denotes its characteristic function. Given 𝐸 P E ®̂, ®𝑁 , 𝑋 P Jointp𝐸q, let

𝑏p𝐸, 𝑋q
def
“ 𝑝p𝐸q

¨

˝

p´1q
𝜎𝑋p𝑐ℎq,2 𝜒T ®𝑁 r𝑋p𝑐ℎq,2s

𝑊
1{2
𝑋p𝑐ℎq,2

𝑝𝑋p𝑐ℎq,2p𝐸q
´

p´1q
𝜎𝑋p𝑐ℎq,1 𝜒T ®𝑁 r𝑋p𝑐ℎq,1s

𝑊
1{2
𝑋p𝑐ℎq,1

𝑝𝑋p𝑐ℎq,1p𝐸q

˛

‚, (1.2.4)

where, as before, T ®𝑁 r𝑍s
denotes the subtree of T ®𝑁 with root at 𝑍 . Anticipating the forthcoming theorem, we call

each 𝑏p𝐸, 𝑋q a canonical eigenvector (it follows right away from (1.1.4) that J ®̂, ®𝑁 𝑏p𝐸, 𝑋q is also supported on
T ®𝑁 r𝑋p𝑐ℎq,1s

Y T ®𝑁 r𝑋p𝑐ℎq,2s
). Finally, we set

Joint˚p𝐸q
def
“

#

Jointp𝐸q, 𝐸 R 𝐸Πp𝑂p𝑝qq,

Jointp𝐸q Y t𝑂p𝑝qu, 𝐸 P 𝐸Πp𝑂p𝑝qq.
(1.2.5)

Definitions (1.2.1), (1.2.2), (1.2.4), and (1.2.5) are needed for the following theorem, which is the main result of
this part.

Theorem 1.2.1. Let ®̀ be a perfect system of measures on the real line for which (1.1.8) holds and J ®̂, ®𝑁 be the
corresponding Jacobi matrix defined in (1.1.4). Then

𝜎pJ ®̂, ®𝑁 q “ E ®̂, ®𝑁 .

Given 𝐸 P 𝜎pJ ®̂, ®𝑁 q, a particular basis for the eigenspace corresponding to 𝐸 is given by
 

𝑏p𝐸, 𝑋q : 𝑋 P Joint˚p𝐸q
(

and the geometric multiplicity of 𝐸 , we call it 𝑔𝐸 , is given by

𝑔𝐸 “ #Joint˚p𝐸q.
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Moreover, the system
 

𝑏p𝐸, 𝑋q : 𝑋 P Joint˚p𝐸q, 𝐸 P 𝜎pJ ®̂, ®𝑁 q
(

is a basis for ℓ2pV ®𝑁 q.

We illustrate the construction of the canonical eigenvectors for a simple case of J®𝑒2 ,p2,1q, see Figure 1. Assume
that (1.1.9) takes place and all the zeroes are distinct. There are 9 vertices and 9 eigenvalues:

#𝐸p2,2q “ 4, p𝐸p2,2q “ 𝐸Πp𝑂𝑝qq, #𝐸p2,1q “ 3, and #𝐸p1,1q “ 2.

For any 𝐸 P 𝐸p2,2q, it holds that Joint˚p𝐸q “ t𝑂p𝑝qu and each such root defines a trivial canonical eigenvector
𝑝p𝐸q. Every 𝐸 in 𝐸p2,1q is a simple eigenvalue with Joint˚p𝐸q “ t𝑂u. The corresponding canonical eigenvector
𝑏p𝐸,𝑂q is equal to zero at 𝑂 and

𝑏𝑉 p𝐸,𝑂q “ 𝑝𝑉 p𝐸q{

$

&

%

´p𝑊
1{2
𝑋p𝑝q

𝑝𝑋p𝑝q
p𝐸qq, 𝑉 P t𝑋p𝑝q, 𝑋,𝑌 , 𝐴, 𝐵u,

p𝑊
1{2
𝑍p𝑝q

𝑝𝑍p𝑝q
p𝐸qq, 𝑉 P t𝑍p𝑝q, 𝑍, 𝐶u.

Finally, if 𝐸 P 𝐸p1,1q, then Joint˚p𝐸q “ t𝑋p𝑝qu. The canonical eigenvector 𝑏p𝐸, 𝑋p𝑝qq is supported on t𝑋,𝑌, 𝐴, 𝐵u

and

𝑏𝑉 p𝐸, 𝑋p𝑝qq “ 𝑝𝑉 p𝐸q{

#

´p𝑊
1{2
𝑋

𝑝𝑋 p𝐸qq, 𝑉 P t𝑋, 𝐴u,

p𝑊
1{2
𝑌

𝑝𝑌 p𝐸qq, 𝑉 P t𝑌, 𝐵u.

1.2.2. 𝔖-self-adjointness. When 𝜎 ” 0 in (1.1.3), or equivalently, (1.1.9) holds, the corresponding Jacobi matrix
is self-adjoint and thus has an orthogonal basis of eigenvectors. When 𝜎 ı 0 this is no longer the case. However,
there exists an indefinite inner product given by a diagonal matrix 𝔖 with diagonal entries equal ˘1 such that the
Jacobi matrix is 𝔖-self-adjoint. The general theory of 𝔖-self-adjoint operators (see, e.g., [28]) does not guarantee
that their eigenvectors span ℓ2pV ®𝑁 q (that is, that J ®̂, ®𝑁 has no Jordan blocks, i.e., that it has a simple structure).
Yet, this is indeed the case for Jacobi matrices.

Let, as before, pathp𝑌,𝑂q be the non-self-intersecting path connecting 𝑌 and 𝑂 that includes both 𝑌 and 𝑂.
Define a diagonal matrix 𝔖 on T ®𝑁 by

𝔖𝛿p𝑂q def
“ 𝛿p𝑂q and 𝔖𝛿p𝑌 q def

“ p´1q
ř

𝑍Ppathp𝑌 ,𝑂q 𝜎𝑍 𝛿p𝑌 q, 𝑌 ‰ 𝑂. (1.2.6)

The diagonal matrix 𝔖 defined this way assigns either `1 or ´1 to a vertex 𝑌 depending on whether the number
of “negative” edges connecting 𝑂 to 𝑌 is even or odd. We define an indefinite inner product r¨, ¨s by

r 𝑓 , 𝑔s
def
“

@

𝔖 𝑓 , 𝑔
D

, 𝑓 , 𝑔 P ℓ2pV ®𝑁 q. (1.2.7)

Denote the number of vertices 𝑌 P V ®𝑁 such that r𝛿p𝑌 q, 𝛿p𝑌 qs “ ˘1 by 𝑖˘. If 𝜎 ” 0, the matrix 𝔖 is the identity
matrix and r¨, ¨s “ x¨, ¨y, 𝑖` “ #V ®𝑁 while 𝑖´ “ 0. We let ℓ2

𝔖
pV ®𝑁 q denote the corresponding indefinite inner

product vector space, which is sometimes called a finite-dimensional Krein space.
A matrix A is called 𝔖-self-adjoint if

rA 𝑓 , 𝑔s “ r 𝑓 ,A𝑔s (1.2.8)
for all vectors 𝑓 and 𝑔. Notice that (1.2.8) is equivalent to 𝔖A “ A˚𝔖, where A˚ is the adjoint of A in the original
inner product x¨, ¨y. Since 𝔖2 is the identity matrix, multiplying identity 𝔖A “ A˚𝔖 from the left and from the
right by 𝔖 gives us A𝔖 “ 𝔖A˚. Thus, A is 𝔖-self-adjoint if and only if A˚ is 𝔖-self-adjoint. Clearly, when 𝔖 is
the identity matrix, i.e., when (1.1.9) holds, condition (1.2.8) is equivalent to A being self-adjoint in the standard
inner product.

Proposition 1.2.2. Jacobi matrices J ®̂, ®𝑁 and J˚

®̂, ®𝑁
are 𝔖-self-adjoint.

1.2.3. 𝔖-orthogonalization. In this subsection, we show that the basis of canonical eigenvectors, which is
yielded by Theorem 1.2.1, can be used to construct 𝔖-orthogonal basis of eigenvectors. To this end, we notice that
eigenspaces that correspond to two different real eigenvalues are already 𝔖–orthogonal. Indeed, this is due to the
following identity

𝐸1rΨ1,Ψ2s “ rJ ®̂, ®𝑁Ψ1,Ψ2s “ rΨ1, J ®̂, ®𝑁Ψ2s “ rΨ1, 𝐸2Ψ2s “ 𝐸2rΨ1,Ψ2s,

where 𝐸1, 𝐸2 are eigenvalues of J ®̂, ®𝑁 and Ψ1,Ψ2 are corresponding eigenvectors. Thus, we only need to focus on
each individual eigenspace.

Suppose 𝐸 is an eigenvalue and Jointp𝐸q ‰ H. This guarantees that 𝑔p𝐸q ą 1 and t𝑏p𝐸, 𝑋qu is the basis for
the eigenspace. We start with some geometric constructions on the tree and a few definitions. Let us first partition
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p3, 2q „ 𝑂

p2, 2q „ 𝑋p𝑝q

T1 – Tp1,2q p2, 1q „ 𝑋

T2 – Tp3,1q

T3 – Tp1,1q T4 – Tp2,0q

Figure 2. Partition of Vp3,2q into waves W1p𝐸q (blue), W2p𝐸q (purple), and W3p𝐸q (green)
when Jointp𝐸q “ t𝑂, 𝑋u.

V ®𝑁 into a collection of disjoint “waves”. Define the canopy of T ®𝑁 by C
def
“ Π´1p0, 0q. If 𝑂 P Jointp𝐸q, we set

the first wave and its front simply to be t𝑂u, that is, W1p𝐸q “ F1p𝐸q “ t𝑂u. Otherwise, we define F1p𝐸q to be
the set of vertices from C Y Jointp𝐸q that can be connected to 𝑂 by a path which does not contain elements of
Jointp𝐸q in its interior. We then let the wave W1p𝐸q to be the union of all the vertices on these paths, including the
endpoints. To define F2p𝐸q, consider all the vertices in pC Y Jointp𝐸qqzW1p𝐸q that can be connected to a vertex
in F1p𝐸q by a path which does not contain vertices of Jointp𝐸q in its interior. The second wave W2p𝐸q is then
defined as the set of all the vertices on these paths, including the ones from F2p𝐸q, but excluding the ones from
F1p𝐸q (so, W1p𝐸q X W2p𝐸q “ ∅). We continue this process until all of V ®𝑁 is exhausted.
Example. Consider Tp3,2q and assume that Jointp𝐸q “ t𝑂, 𝑋u, where Πp𝑋q “ p2, 1q, see Figure 2. Then,

W1p𝐸q “ t𝑂u, W2p𝐸q “ t𝑋p𝑝q, 𝑋u Y VpT1q Y VpT2q, and W3p𝐸q “ VpT3q Y VpT4q,

where T1, T2, T3, and T4 are the subtrees with the roots at the sibling of 𝑋 , the sibling of 𝑋p𝑝q, 𝑋p𝑐ℎq,1, and 𝑋p𝑐ℎq,2,
respectively, and VpTq is the set of vertices of a subtree T. Moreover, it holds that

F1p𝐸q “ t𝑂u, F2p𝐸q “ t𝑋u Y
`

C X pVpT1q Y VpT2qq
˘

, and F2p𝐸q “ C X pVpT3q Y VpT4qq.

Suppose all constructed fronts and waves are enumerated by tF1, . . . ,F𝑝u and tW1, . . . ,W𝑝u. To produce
𝔖-orthogonal basis out of t𝑏p𝐸, 𝑋qu, we start at the canopy and go up the tree. Consider the canonical eigenvectors
corresponding to 𝐸 that are supported inside the last wave W𝑝p𝐸q. Each of these eigenvectors has support on a
subtree sitting inside W𝑝p𝐸q and having the root at a vertex of the previous front F𝑝´1p𝐸q. As their supports
are disjoint, they are 𝔖-orthogonal. Call their span S𝑝p𝐸q. Next, take all the canonical eigenvectors that have
support inside W𝑝´1p𝐸q Y W𝑝p𝐸q and that were not chosen before. For each of them, take its 𝔖-perpendicular
to S𝑝p𝐸q. By construction, it is nonzero. These new vectors are still eigenvectors and they are 𝔖-orthogonal to
each other because they are supported on different subtrees as well as 𝔖-orthogonal to the previously considered
eigenvectors by constructions. Denote by S𝑝´1p𝐸q the span of these 𝔖-perpendiculars and previously considered
eigenvectors spanning S𝑝p𝐸q. If we continue going up the tree in this fashion, we will produce an 𝔖-orthogonal
basis of the 𝐸-eigenspace. Since all the eigenspaces are 𝔖-orthogonal, we have constructed a 𝔖-orthogonal set of
eigenvectors. By scaling, we can make sure that this basis is 𝔖-orthonormal.

We want to finish by explaining how our result fits into the general spectral theory of 𝔖-self-adjoint operators.
We say that a vector 𝜓 is 𝔖-positive if r𝜓, 𝜓s ą 0 and 𝔖-negative if r𝜓, 𝜓s ă 0. It is 𝔖-neutral if r𝜓, 𝜓s “ 0.
Suppose t𝜓1, . . . , 𝜓𝑛u is a𝔖-orthogonal basis of ℓ2pV ®𝑁 q. It is known, see [28, Proposition 2.2.3] and Lemma 1.3.7
further below, that

#
 

𝑗 : 𝜓 𝑗 is 𝔖-negative
(

“ 𝑖´ and #
 

𝑗 : 𝜓 𝑗 is 𝔖-positive
(

“ 𝑖` ,

where the numbers 𝑖˘ were defined right after (1.2.7). Label the 𝔖-positive and 𝔖-negative vectors in the
basis t𝜓1, . . . , 𝜓𝑛u by t𝜓`

1 , . . . , 𝜓`

𝑖`
u and by t𝜓´

1 , . . . , 𝜓´

𝑖´
u, respectively. We clearly have a 𝔖-orthogonal sum

decomposition

ℓ2
𝔖

pV ®𝑁 q “ 𝐻` ‘𝔖 𝐻´, 𝐻˘ “ span
 

𝜓˘

1 , . . . , 𝜓˘

𝑖˘

(

,

where 𝐻` and 𝐻´ are positive and negative subspaces. In the case of our 𝔖-self-adjoint Jacobi matrices, we just
illustrated that such a basis t𝜓1, . . . , 𝜓𝑛u can be built out of canonical eigenvectors. That provides the concrete
realization of the Spectral Theorem for 𝔖-self-adjoint matrices, see, e.g., [28, Theorem 5.1.1].
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1.3. Proofs of the main results

Proof of Proposition 1.2.2. By formula (1.2.8) and the remark that comes after it, we need to check that 𝔖J ®̂, ®𝑁 “

J˚

®̂, ®𝑁
𝔖, which is the same as checking

@

𝑓 ,𝔖J ®̂, ®𝑁 𝑔
D

“
@

J ®̂, ®𝑁 𝑓 ,𝔖𝑔
D

for all vectors 𝑓 , 𝑔 P ℓ2pV ®𝑁 q. Since J ®̂, ®𝑁 only contains self-interaction and interaction between neighbors, it is
enough to consider cases 𝑓 “ 𝛿p𝑍q and 𝑔 “ 𝛿p𝑋q where either 𝑍 “ 𝑋 or 𝑍 „ 𝑋 . It follows from (1.1.4) that

J ®̂, ®𝑁 𝛿p𝑋q “ p´1q𝜎𝑋𝑊
1{2
𝑋

𝛿p𝑋p𝑝qq `𝑉𝑋𝛿
p𝑋q `

ÿ

𝑙P𝑐ℎp𝑋q

𝑊
1{2
𝑋p𝑐ℎq,𝑙

𝛿p𝑋p𝑐ℎq,𝑙q,

where we agree that 𝛿p𝑂p𝑝qq ” 0. It further follows from (1.2.6) that

𝔖J ®̂, ®𝑁 𝛿p𝑋q “
“

𝛿p𝑋q, 𝛿p𝑋q
‰

ˆ

𝑊
1{2
𝑋

𝛿p𝑋p𝑝qq `𝑉𝑋𝛿
p𝑋q `

ÿ

𝑙P𝑐ℎp𝑋q

p´1q
𝜎𝑋p𝑐ℎq,𝑙𝑊

1{2
𝑋p𝑐ℎq,𝑙

𝛿p𝑋p𝑐ℎq,𝑙q

˙

.

Now, it is a simple matter of examining three cases: when 𝑍 “ 𝑋 , 𝑍 “ 𝑋p𝑝q, and 𝑍 “ 𝑋p𝑐ℎq,𝑙 . �

It will be convenient for us to split the proof Theorem 1.2.1 into several lemmas. Let 𝑋p𝑔q denote the parent of
𝑋p𝑝q. Recall that we extend all functions on ℓ2pV ®𝑁 q to 𝑂p𝑝q by zero.

Lemma 1.3.1. Let 𝐸 P 𝜎pJ ®̂, ®𝑁 q and Ψ be a corresponding eigenvector. If Ψ𝑋 ‰ 0 and Ψ𝑋p𝑝q
“ 0, then

𝐸 P 𝐸Πp𝑋p𝑝qq. Moreover, if we also have Ψ𝑋p𝑔q
“ 0, then 𝑋p𝑝q P Jointp𝐸q. Finally, we have an inclusion

𝜎pJ ®̂, ®𝑁 q Ď E ®̂, ®𝑁 .

Proof. Denote by Tr𝑋s the subtree of T ®𝑁 with root at 𝑋 and by Jr𝑋s the restriction of J ®̂, ®𝑁 to Tr𝑋s. By the
conditions of the lemma, 𝐸 is also an eigenvalue of Jr𝑋s with an eigenvector 𝜒Tr𝑋s

Ψ. We can restrict the indefinite
inner product to Tr𝑋s as well keeping the same notation r¨, ¨s. Notice that Jr𝑋s “ 𝜒Tr𝑋s

J ®̂, ®𝑁 𝜒Tr𝑋s
is 𝔖-self-adjoint

with respect to this restriction.
The function

𝐹p𝑧q
def
“

”

pJr𝑋s ´ 𝑧q´1𝜒Tr𝑋s
Ψ, 𝛿p𝑋q

ı

“
p𝔖Ψq𝑋

𝐸 ´ 𝑧
, p𝔖Ψq𝑋 ‰ 0, (1.3.1)

is well-defined in a small punctured neighborhood of 𝐸 because the operator Jr𝑋s ´ 𝑧 is invertible there. Since
Jr𝑋s is 𝔖-self-adjoint, we can write

𝐹p𝑧q “

”

𝜒Tr𝑋s
Ψ, pJr𝑋s ´ 𝑧q´1𝛿p𝑋q

ı

“ ´
r𝜒Tr𝑋s

Ψ, 𝑚𝑋 𝜒T 𝑝p𝑧qs

𝑃Πp𝑋p𝑝qqp𝑧q
, (1.3.2)

where we also used (1.1.7) and the fact that polynomials 𝑃®𝑛p𝑥q have real coefficients. Since 𝐸 is a pole of 𝐹p𝑧q by
(1.3.1), the denominator of the right hand side of (1.3.2) vanishes at 𝐸 , that is, 𝐸 P 𝐸Πp𝑋p𝑝qq as claimed.

To prove the second statement of the lemma, we only need to show that 𝑋 has a sibling, see (1.2.3). This is true
since otherwise

0 “ 𝐸Ψ𝑋p𝑝q
“ pJ ®̂, ®𝑁Ψq𝑋p𝑝q

“ 𝑉𝑋p𝑝q
Ψ𝑋p𝑝q

` 𝑊
1{2
𝑋p𝑝q

Ψ𝑋p𝑔q
` 𝑊

1{2
𝑋

Ψ𝑋 “ 𝑊
1{2
𝑋

Ψ𝑋

by (1.1.4), which is clearly impossible as 𝑊𝑋 ą 0 and Ψ𝑋 ‰ 0.
Consider the last claim. Let 𝐸 be an eigenvalue and Ψ be its eigenfunction. If Ψ𝑂 ‰ 0, we have 𝐸 P 𝐸Πp𝑂p𝑝qq Ď

E ®̂, ®𝑁 by the definition. If Ψ𝑂 “ 0, let 𝑍 be a vertex with the shortest path to 𝑂 among all vertices 𝑋 for which
Ψ𝑋 ‰ 0 and Ψ𝑌 “ 0 for all 𝑌 P pathp𝑋,𝑂q, 𝑌 ‰ 𝑋 . Since 𝑍 ‰ 𝑂, 𝑍p𝑝q P Jointp𝐸q by the second claim and
therefore 𝐸 P 𝐸Πp𝑍p𝑝qq Ď E ®̂, ®𝑁 . �

Remark. Notice that assumption (1.1.8) was not used in the proof.

Lemma 1.3.2. Let 𝐸 P E ®̂, ®𝑁 and 𝑋 P Joint˚p𝐸q. Then, 𝐸 P 𝜎pJ ®̂, ®𝑁 q and 𝑏p𝐸, 𝑋q is a corresponding eigenvector.

Proof. Let 𝐸 be a zero of 𝑃Πp𝑂p𝑝qqp𝑥q. In this case (1.1.7) states that J ®̂, ®𝑁 𝑝p𝐸q “ 𝐸𝑝p𝐸q and therefore 𝐸 is
indeed an eigenvalue with an eigenvector 𝑏p𝐸,𝑂p𝑝qq. Now, let 𝐸 P E ®̂, ®𝑁 and 𝑋 P Jointp𝐸q. We need to show that
𝑏p𝐸, 𝑋q is an eigenvector with eigenvalue 𝐸 . Recall that T ®𝑁 r𝑋s

denotes the subtree of T ®𝑁 which has 𝑋 as its root
and observe that

`

J ®̂, ®𝑁 𝑏p𝐸, 𝑋q
˘

𝑌
“ 0 “ 𝐸𝑏𝑌 p𝐸, 𝑋q, 𝑌 R T ®𝑁 r𝑋s

,
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by the definition of 𝑏p𝐸, 𝑋q, see (1.1.4). Moreover, let 𝜐𝑖
def
“ p´1q

𝑖`𝜎𝑋p𝑐ℎq,𝑖𝑊
´1{2
𝑋p𝑐ℎq,𝑖

𝑝´1
𝑋p𝑐ℎq,𝑖

p𝐸q. Then

`

J ®̂, ®𝑁 𝑏p𝐸, 𝑋q
˘

𝑋
“

2
ÿ

𝑖“1
p´1q

𝜎𝑋p𝑐ℎq,𝑖𝑊
1{2
𝑋p𝑐ℎq,𝑖

𝑏𝑋p𝑐ℎq,𝑖
p𝐸, 𝑋q “ 0 “ 𝐸𝑏𝑋 p𝐸, 𝑋q

by (1.1.4) and the choice of 𝜐𝑖 . Furthermore,
`

J ®̂, ®𝑁 𝑏p𝐸, 𝑋q
˘

𝑋p𝑐ℎq,𝑙
“
`

J ®̂, ®𝑁 𝜐𝑙 𝑝p𝐸q
˘

𝑋p𝑐ℎq,𝑙
´ p´1q

𝜎𝑋p𝑐ℎq,𝑙𝑊
1{2
𝑋p𝑐ℎq,𝑙

𝜐𝑙 𝑝𝑋 p𝐸q

“ 𝐸𝜐𝑙 𝑝𝑋p𝑐ℎq,𝑙
p𝐸q “ 𝐸𝑏𝑋p𝑐ℎq,𝑙

p𝐸, 𝑋q

by (1.1.7), definition of 𝑏p𝐸, 𝑋q, and since 𝑝𝑋 p𝐸q “ 0. Similarly,
`

J ®̂, ®𝑁 𝑏p𝐸, 𝑋q
˘

𝑌
“
`

J ®̂, ®𝑁 𝜐𝑙 𝑝p𝐸q
˘

𝑌
“ 𝐸𝜐𝑙 𝑝𝑌 p𝐸q “ 𝐸𝑏𝑌 p𝐸, 𝑋q, 𝑌 P T ®𝑁 r𝑋p𝑐ℎq,𝑙s

,

which finishes the proof of the lemma. �

Lemma 1.3.3. Given 𝐸 P E ®̂, ®𝑁 , the vectors in the system
 

𝑏p𝐸, 𝑋q : 𝑋 P Joint˚p𝐸q
(

are linearly independent.

Proof. Assume that 𝐸 P 𝐸Πp𝑂p𝑝qq, the proof for other cases is similar. Let 𝛽p𝑍q, 𝑍 P Joint˚p𝐸q, be numbers such
that

𝛽p𝑂p𝑝qq𝑏𝑌 p𝐸,𝑂p𝑝qq `
ÿ

𝑍PJointp𝐸q

𝛽p𝑍q𝑏𝑌 p𝐸, 𝑍q “ 0

is true for all 𝑌 . Due to assumption (1.1.8) with 𝑌 “ 𝑂 and the very construction of 𝑏p𝐸, 𝑍q, it holds that

𝑏𝑂p𝐸,𝑂p𝑝qq “ 𝑝𝑂p𝐸q ‰ 0 and 𝑏𝑂p𝐸, 𝑍q “ 0, 𝑍 P Jointp𝐸q.

Thus, it must hold that 𝛽p𝑂p𝑝qq “ 0. Next, let 𝑋 P Jointp𝐸q be any vertex such that the path from 𝑋 to 𝑂 contains
no other elements in Jointp𝐸q. This and assumption (1.1.8) then yield that

𝑏𝑋p𝑐ℎq,1p𝐸, 𝑋q “ 𝑝𝑋p𝑐ℎq,1p𝐸q ‰ 0 and 𝑏𝑋p𝑐ℎq,1p𝐸, 𝑍q “ 0, 𝑍 P Jointp𝐸qzt𝑋u.

Hence, 𝛽p𝑋q “ 0. Going down the tree T ®𝑁 in this fashion, we can inductively show that 𝛽p𝑍q “ 0 for every
𝑍 P Joint˚p𝐸q, thus, proving linear independence. �

Lemma 1.3.4. SupposeΨ is an eigenvector of J ®̂, ®𝑁 with eigenvalue 𝐸 . IfΨ𝑂 “ 0, thenΨ𝑌 “ 0 for all𝑌 P W1p𝐸q,
where the waves W𝑘p𝐸q were defined in Section 1.2.3.

Proof. If 𝑂 P Jointp𝐸q, then W1p𝐸q “ t𝑂u by definition and the claim is obvious. Otherwise, take 𝑂p𝑐ℎq,𝑙 P

W1p𝐸q. If Ψ𝑂p𝑐ℎq,𝑙
‰ 0 were true, then it would hold that 𝑂 P Jointp𝐸q by Lemma 1.3.1 which is a contradiction.

Furthermore, if the desired claim were false at another vertex of W1p𝐸q, there would exist 𝑋 P W1p𝐸q such that
Ψ𝑋 ‰ 0 and Ψ𝑋p𝑝q

“ Ψ𝑋p𝑔q
“ 0, where 𝑋p𝑔q is the parent of 𝑋p𝑝q. Then, 𝑋p𝑝q P Jointp𝐸q by Lemma 1.3.1, which

contradicts the very definition of W1p𝐸q. �

Lemma 1.3.5. Given 𝐸 P E ®̂, ®𝑁 , the system
 

𝑏p𝐸, 𝑋q : 𝑋 P Joint˚p𝐸q
(

spans the subspace of eigenvectors
corresponding to 𝐸 .

Proof. Let Ψ be an eigenvector that corresponds to 𝐸 . First, consider the values of Ψ on W1p𝐸q. If Ψ𝑂 “ 0, then
Ψ𝑌 “ 0 for all 𝑌 P W1p𝐸q by Lemma 1.3.4 and we set Ψp1q def

“ Ψ. Otherwise, Ψ𝑂 ‰ 0 and 𝐸 is a zero of 𝑃Πp𝑂p𝑝qq

according to Lemma 1.3.1. In particular, 𝑃 ®𝑁 p𝐸q ‰ 0 due to assumption (1.1.8) with 𝑌 “ 𝑂 and so 𝑝𝑂p𝐸q ‰ 0.
Then, we set

Ψp1q def
“ Ψ ´

`

Ψ𝑂{𝑝𝑂p𝐸q
˘

𝑏p𝐸,𝑂p𝑝qq.

Since 𝑃Πp𝑂p𝑝qqp𝐸q “ 0, it follows from (1.1.7) and the definition of 𝑏p𝐸,𝑂p𝑝qq that Ψp1q is also an eigenvector
corresponding to 𝐸 . Since Ψp1q

𝑂
“ 0, we have Ψp1q

𝑌
“ 0 for every 𝑌 P W1p𝐸q by Lemma 1.3.4 as desired.

Second, we consider the values of Ψp1q on W2p𝐸q Y W1p𝐸q. Fix 𝑋 P F1p𝐸qzC. By the very definition of the
first front we have that 𝑋 P Jointp𝐸q. Choose 𝛽p𝑋q so that

Φ𝑋p𝑐ℎq,1 “ 0, Φ
def
“ Ψp1q ´ 𝛽p𝑋q𝑏p𝐸, 𝑋q.

Since Φ is an eigenvector corresponding to 𝐸 that vanishes at 𝑋p𝑐ℎq,1, 𝑋 , and 𝑋p𝑝q, it follows from (1.1.4) that

0 “ 𝐸Φ𝑋 “ pJ ®̂, ®𝑁Φq𝑋 “ 𝑉𝑋Φ𝑋 ` 𝑊
1{2
𝑋

Φ𝑋p𝑝q
` p´1q

𝜎𝑋p𝑐ℎq,1𝑊
1{2
𝑋p𝑐ℎq,1

Φ𝑋p𝑐ℎq,1

` p´1q
𝜎𝑋p𝑐ℎq,2𝑊

1{2
𝑋p𝑐ℎq,2

Φ𝑋p𝑐ℎq,2 “ 𝑊
1{2
𝑋p𝑐ℎq,2

Φ𝑋p𝑐ℎq,2 .
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Thus,Φ vanishes at 𝑋p𝑐ℎq,2 as well. Now, as in the proof of Lemma 1.3.4, we apply the second claim of Lemma 1.3.1
to conclude that Φ vanishes at all 𝑌 P T ®𝑁 r𝑋s

X W2p𝐸q. Therefore, we can set

Ψp2q def
“ Ψp1q ´

ÿ

𝑋PF1p𝐸q

𝛽p𝑋q𝑏𝑌 p𝐸, 𝑋q,

which is an eigenvector corresponding to 𝐸 that vanishes at all𝑌 P W2p𝐸q YW1p𝐸q. Continuing in the same way,
we decompose Ψ into the sum of canonical eigenvectors. �

Lemma 1.3.6. It holds that
#V ®𝑁 “

ÿ

𝐸PE ®̂, ®𝑁

# Joint˚p𝐸q .

Proof. Recall that according to our assumption (1.1.8) all zeroes of any polynomial 𝑃®𝑛p𝑥q are simple and there
are exactly |®𝑛| of them since ®̀ is perfect. Given an eigenvalue 𝐸 , each polynomial 𝑃®𝑛p𝑥q, ®𝑛 P N2, such that
𝑃®𝑛p𝐸q “ 0, generates as many canonical eigenvectors as the number of vertices 𝑋 for which Πp𝑋q “ ®𝑛 (the
number of paths from ®𝑛 to ®𝑁 in R ®𝑁 ). Hence, the number of the canonical eigenvectors that each polynomial 𝑃®𝑛p𝑥q,
®𝑛 P N2, generates is equal to |®𝑛| ¨ #Π´1p®𝑛q. Therefore, the total number of eigenvectors is equal to

ÿ

𝐸PE ®̂, ®𝑁

# Joint˚p𝐸q “ | ®𝑁| ` 1 `
ÿ

®𝑛PR ®𝑁 XN2

|®𝑛|

ˆ

| ®𝑁| ´ |®𝑛|

𝑁1 ´ 𝑛1

˙

,

where | ®𝑁| ` 1 is the number of the trivial canonical eigenvectors ((1.1.8) is used here too as well as equality
^1 ` ^2 “ 1). The above formula is true for every Jacobi matrix on T ®𝑁 , including the self-adjoint ones (that do
exist). For the self-adjoint matrices the desired claim is a standard fact of linear algebra (the number of linearly
independent eigenvectors of a self-adjoint matrix is equal to the dimension of the space). Hence, it holds for all
Jacobi matrices. �

Remark. There is an alternative proof of this lemma using an inductive argument.

Proof of Theorem 1.2.1. The first claim follows from Lemmas 1.3.1 and 1.3.2. The validity of the second one is
due to Lemmas 1.3.3 and 1.3.5. The formula for 𝑔𝐸 is a trivial consequence of the second claim. Since all the
eigenspaces of a linear operator are mutually linearly independent, the last claim follows from Lemma 1.3.6. �

For reader’s convenience, we include the proof of the following standard result.

Lemma 1.3.7. Suppose t𝜓1, . . . , 𝜓𝑛u is a 𝔖-orthogonal basis of ℓ2pV ®𝑁 q. Then

#
 

𝑗 : 𝜓 𝑗 is 𝔖-negative
(

“ 𝑖´ and #
 

𝑗 : 𝜓 𝑗 is 𝔖-positive
(

“ 𝑖` .

Proof. Notice first that none of t𝜓 𝑗u is 𝔖-neutral since otherwise, we would have r𝜓𝑘 , 𝑓 s “ 0 for all 𝑓 P ℓ2pV ®𝑁 q

and some 𝑘 . In particular, this would yield that

0 “
ˇ

ˇ

“

𝜓𝑘 , 𝛿
p𝑌 q

‰
ˇ

ˇ “ |𝜓𝑘|𝑌 |
ˇ

ˇ

“

𝛿p𝑌 q, 𝛿p𝑌 q
‰
ˇ

ˇ “ |𝜓𝑘|𝑌 |

for every 𝑌 P V ®𝑁 , which is clearly impossible as 𝜓𝑘 ı 0 (here, 𝜓𝑘|𝑌 is the value of 𝜓𝑘 at 𝑌 ). Thus, we can
assume that r𝜓 𝑗 , 𝜓 𝑗s “ ˘1 for all 𝑗 . Let 𝑘´ and 𝑘` be the numbers of 𝔖-negative and 𝔖-positive vectors in t𝜓 𝑗u,
respectively. Assume without loss of generality that t𝜓1, . . . , 𝜓𝑘`

u are 𝔖-positive. Since t𝜓 𝑗u is a basis, we can
write

𝑓 “
ÿ

𝑌

𝑓𝑌 𝛿
p𝑌 q “

ÿ

𝑗

𝑥 𝑗𝜓 𝑗 , 𝑓 P ℓ2pV ®𝑁 q,

for some numbers t𝑥 𝑗u. Let V` and V´ be the subsets of V ®𝑁 for which 𝛿p𝑌 q is 𝔖-positive and 𝔖-negative,
respectively. Clearly, #V˘ “ 𝑖˘ by definition. Then

ÿ

𝑌PV`

| 𝑓𝑌 |2 ´
ÿ

𝑌PV´

| 𝑓𝑌 |2 “ x𝔖 𝑓 , 𝑓 y “ r 𝑓 , 𝑓 s “

𝑘`
ÿ

𝑗“1
|𝑥 𝑗 |

2 ´

𝑛
ÿ

𝑗“𝑘``1
|𝑥 𝑗 |

2 .

The desired claim now follows from Sylvester’s law of inertia for Hermitian matrices, [24, Theorem X.18] (the
numbers of positive and negative squares do not depend on the choice of a representation of a Hermitian form). �
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1.4. Appendix to Part 1

In the end of Subsection 1.1.3, we have listed a number of systems of MOPs whose recurrence coefficients
do not satisfy condition (1.1.9). Most of them come from special orthogonality measures and their recurrence
coefficients are known explicitly. The only exception in that list are Nikishin systems. A vector ®̀ “ p`1, `2q

defines a Nikishin system if there exists a measure 𝜏 such that
𝑑`2p𝑥q “ p𝜏p𝑥q𝑑`1p𝑥q and Δ1 X Δ𝜏 “ ∅, (1.4.1)

where p𝜏p𝑧q is the Markov function of 𝜏, see (0.0.15), Δ1
def
“ chpsupp `1q, and Δ𝜏

def
“ chpsupp 𝜏q (here, chp¨q stands

for the convex hull). Given two sets 𝐸1 and 𝐸2, we write 𝐸1 ă 𝐸2 if sup 𝐸1 ă inf 𝐸2. In what follows, we assume
that

Δ𝜏 ă Δ1. (1.4.2)
The case when Δ𝜏 ą Δ1 can be handled similarly.

It is known that Nikishin systems are perfect [17,18,21]. The goal of this appendix is to show that the recurrence
coefficients t𝑎 ®𝑛,1, 𝑎 ®𝑛,2u®𝑛PN2 , see (0.0.19)–(0.0.20), of Nikishin systems have a definite sign pattern. That explains
how the indefinite inner product 𝔖 should be defined to make the associated Jacobi matrix 𝔖-self-adjoint. Recall
(0.0.21).

Theorem 1.4.1. For all ®𝑛 P N2 and 𝑗 P t1, 2u it holds that

sign 𝑎 ®𝑛, 𝑗 “ p´1q 𝑗´1, 𝑛2 ď 𝑛1, and sign 𝑎 ®𝑛, 𝑗 “ p´1q 𝑗 , 𝑛2 ě 𝑛1 ` 1.

To prove this theorem, let us make the following observation. It holds that
1

p𝜏p𝑧q
´

𝑧

𝑚0p𝜏q
`

𝑚1p𝜏q

𝑚2
0p𝜏q

“ O

ˆ

1
𝑧

˙

(1.4.3)

as 𝑧 Ñ 8, where 𝑚𝑙p𝜏q
def
“

ş

𝑥𝑙𝑑𝜏p𝑥q. Next, we will use some basic facts from the theory of Herglotz-Nevalinna
functions, see Section 3.1 further below. As the left-hand side of (1.4.3) has positive imaginary part in C` and is
holomorphic and vanishing at infinity, there exists a positive measure 𝜏𝑑 supported on Δ𝜏 , which we call the dual
measure of 𝜏, such that

1
p𝜏p𝑧q

´
𝑧

𝑚0p𝜏q
`

𝑚1p𝜏q

𝑚2
0p𝜏q

“ ´p𝜏𝑑p𝑧q. (1.4.4)

The bulk of the proof of Theorem 1.4.1 is contained in Lemmas 1.4.2 and 1.4.3. These lemmas and ideas behind
their proofs are not new, see, for example, [17, 18, 31], but we decided to include them as their proofs are short,
they are formulated exactly in the way we need, and their inclusion makes the paper as self-contained as possible.

Let t𝑃®𝑛p𝑥qu be monic type II MOPs for Nikishin system (1.4.1)–(1.4.2). Define

ℎ®𝑛, 𝑗
def
“

ż

𝑃2
®𝑛p𝑥q𝑑` 𝑗p𝑥q. (1.4.5)

Recall the functions of the second kind 𝑅®𝑛, 𝑗p𝑧q defined in (0.0.14). It follows from orthogonality relations (0.0.11)
that

𝑅®𝑛, 𝑗p𝑧q “
1

𝑝p𝑧q

ż

Δ1

𝑝p𝑥q𝑃®𝑛p𝑥q

𝑧 ´ 𝑥
𝑑` 𝑗p𝑥q (1.4.6)

for any polynomial 𝑝p𝑧q such that deg 𝑝 ď 𝑛 𝑗 . Moreover, the Taylor expansion of p𝑧 ´ 𝑥q´1 at infinity gives

𝑅®𝑛, 𝑗p𝑧q “
ℎ®𝑛, 𝑗

𝑧𝑛 𝑗`1

´

1 ` Op𝑧´1q

¯

as 𝑧 Ñ 8 . (1.4.7)

Then the following lemma holds.

Lemma 1.4.2. Let functions 𝑅®𝑛, 𝑗p𝑧q be given by (0.0.14) for a Nikishin system (1.4.1)–(1.4.2) and 𝜏𝑑 be the dual
measure of 𝜏. The functions 𝑅®𝑛, 𝑗p𝑧q satisfy

ż

𝑥𝑘𝑅®𝑛,1p𝑥q𝑑𝜏p𝑥q “ 0 and
ż

𝑥𝑘𝑅®𝑛,2p𝑥q𝑑𝜏𝑑p𝑥q “ 0

for 𝑘 ď mint𝑛1, 𝑛2 ´ 1u and 𝑘 ď mint𝑛1 ´ 1, 𝑛2 ´ 2u, respectively. It further holds that
ż

𝑥𝑛2𝑅®𝑛,1p𝑥q𝑑𝜏p𝑥q “ ´ℎ®𝑛,2 and
ż

𝑥𝑛1𝑅®𝑛,2p𝑥q𝑑𝜏𝑑p𝑥q “ ℎ®𝑛,1

when 𝑛2 ď 𝑛1 and 𝑛2 ě 𝑛1 ` 2, respectively. Finally, it holds that

}𝜏}ℎ®𝑛,1 ´ ℎ®𝑛,2 “

ż

𝑥𝑛2𝑅®𝑛,1p𝑥q𝑑𝜏p𝑥q “ }𝜏}

ż

𝑥𝑛1𝑅®𝑛,2p𝑥q𝑑𝜏𝑑p𝑥q
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when 𝑛2 “ 𝑛1 ` 1, where }𝜏} “ 𝑚0p𝜏q is the total mass of 𝜏.

Proof. We only consider the case 𝑗 “ 2, the argument for 𝑗 “ 1 is similar. Assume that 𝑘 ď 𝑛1 ´ 1. Then

0 “

ż

𝑃®𝑛p𝑥q𝑥𝑘𝑑`1p𝑥q “

ż

𝑃®𝑛p𝑥q𝑥𝑘p𝜏´1p𝑥q𝑑`2p𝑥q.

If we further assume that 𝑘 ď 𝑛2 ´ 2, then we get from (1.4.4) and orthogonality conditions that

0 “ ´

ż

𝑃®𝑛p𝑥q𝑥𝑘p𝜏𝑑p𝑥q𝑑`2p𝑥q.

Thus, we can deduce from the Fubini-Tonelli Theorem that

0 “ ´

ż
ˆ
ż

𝑥𝑘𝑃®𝑛p𝑥q

𝑥 ´ 𝑦
𝑑`2p𝑥q

˙

𝑑𝜏𝑑p𝑦q “

ż

𝑦𝑘𝑅®𝑛,2p𝑦q𝑑𝜏𝑑p𝑦q

as claimed, where we used (1.4.6) with 𝑝p𝑥q “ 𝑥𝑘 . Similarly, we have that

ℎ®𝑛,1 “

ż

𝑃®𝑛p𝑥q𝑥𝑛1𝑑`1p𝑥q “ ´

ż

𝑃®𝑛p𝑥q𝑥𝑛1
p𝜏𝑑p𝑥q𝑑`2p𝑥q “

ż

𝑦𝑛1𝑅®𝑛,2p𝑦q𝑑𝜏𝑑p𝑦q

when 𝑛1 ď 𝑛2 ´ 2. Furthermore, if 𝑛1 “ 𝑛2 ´ 1, we get from (1.4.4) that

ℎ®𝑛,1 “ ´

ż

𝑃®𝑛p𝑥q𝑥𝑛1
p𝜏𝑑p𝑥q𝑑`2p𝑥q ` }𝜏}´1

ż

𝑃®𝑛p𝑥q𝑥𝑛2𝑑`2p𝑥q “

ż

𝑦𝑛1𝑅®𝑛,2p𝑦q𝑑𝜏𝑑p𝑦q ` }𝜏}´1ℎ®𝑛,2. �

Let 𝑟 ®𝑛, 𝑗p𝑥q be the monic polynomial with zeroes on Δ𝜏 such that 𝑅®𝑛, 𝑗p𝑥q{𝑟 ®𝑛, 𝑗p𝑥q is analytic and non-vanishing
on Δ𝜏 . It follows from the previous lemma that 𝑟 ®𝑛,1p𝑥q has at least mint𝑛1, 𝑛2 ´ 1u ` 1 different zeroes while
𝑟 ®𝑛,2p𝑥q has at least mint𝑛1 ´ 1, 𝑛2 ´ 2u ` 1 different zeroes.

Lemma 1.4.3. If 𝑛2 ď 𝑛1 ` 1, 𝑟 ®𝑛,1p𝑥q has degree exactly 𝑛2 (in particular, all its zeroes are simple) and
𝑅®𝑛,1p𝑧q{𝑟 ®𝑛,1p𝑧q is non-vanishing in CzΔ1. Moreover,

ż

𝑥𝑘𝑃®𝑛p𝑥q
𝑑`1p𝑥q

𝑟 ®𝑛,1p𝑥q
“ 0 and

ż

𝑃2
®𝑛p𝑥q

𝑑`1p𝑥q

𝑟 ®𝑛,1p𝑥q
“ ℎ®𝑛,1,

where the first relation holds for any 𝑘 ă |®𝑛|.
Similarly, if 𝑛2 ě 𝑛1`1, 𝑟 ®𝑛,2p𝑥q has degree exactly 𝑛1 (in particular, all its zeroes are simple) and 𝑅®𝑛,2p𝑧q{𝑟 ®𝑛,2p𝑧q

is non-vanishing in CzΔ1. Furthermore,
ż

𝑥𝑘𝑃®𝑛p𝑥q
𝑑`2p𝑥q

𝑟 ®𝑛,2p𝑥q
“ 0 and

ż

𝑃2
®𝑛p𝑥q

𝑑`2p𝑥q

𝑟 ®𝑛,2p𝑥q
“ ℎ®𝑛,2,

where again the first relation holds for any 𝑘 ă |®𝑛|.

Proof. It follows from the remark before the lemma that deg 𝑟 ®𝑛, 𝑗 “ 𝑛3´ 𝑗 ` 𝑚 𝑗 , 𝑚 𝑗 ě 0, in the considered cases.
Therefore, it follows from (1.4.7) that

𝑅®𝑛, 𝑗p𝑧q{𝑟 ®𝑛, 𝑗p𝑧q “ ℎ®𝑛, 𝑗 𝑧
´|®𝑛|´𝑚 𝑗´1 ` O

´

𝑧´|®𝑛|´𝑚 𝑗´2
¯

as 𝑧 Ñ 8 and the ratio is a holomorphic function in CzΔ1. Let Γ be a smooth Jordan curve that encircles Δ1 but
not Δ𝜏 . Then, by integrating over Γ in positive direction we get

0 “
1

2𝜋i

ż

Γ

𝑠𝑘𝑅®𝑛, 𝑗p𝑠q
𝑑𝑠

𝑟 ®𝑛, 𝑗p𝑠q
“

ż

𝑃®𝑛p𝑥q

ˆ

1
2𝜋i

ż

Γ

𝑠𝑘

𝑠 ´ 𝑥

𝑑𝑠

𝑟 ®𝑛, 𝑗p𝑠q

˙

𝑑` 𝑗p𝑥q “

ż

𝑥𝑘𝑃®𝑛p𝑥q
𝑑` 𝑗p𝑥q

𝑟 ®𝑛, 𝑗p𝑥q

for 𝑘 ă |®𝑛| ` 𝑚 𝑗 , by the Cauchy theorem, the Fubini-Tonelli theorem, and the Cauchy integral formula. Since
𝑑` 𝑗p𝑥q{𝑟 ®𝑛, 𝑗p𝑥q is a measure of constant sign on Δ1, 𝑃®𝑛p𝑥q cannot be orthogonal to itself. Thus, 𝑚 𝑗 “ 0. Now,
if there existed another real zero 𝑥0 R Δ1 Y Δ𝜏 of 𝑅®𝑛, 𝑗p𝑧q, then the above argument can be applied with 𝑟𝑛, 𝑗p𝑧q

replaced by p𝑧 ´ 𝑥0q𝑟 ®𝑛, 𝑗p𝑧q and Γ not containing 𝑥0 in its interior to arrive at a contradiction, namely, that 𝑃®𝑛p𝑥q is
orthogonal to itself with respect to a measure of constant sign. If 𝑅®𝑛, 𝑗p𝑧0q “ 0 for some 𝑧0 R R, then 𝑅®𝑛, 𝑗p𝑧0q “ 0
by conjugate-symmetry, and therefore the above argument can be used with p𝑧 ´ 𝑧0qp𝑧 ´ 𝑧0q𝑟 ®𝑛, 𝑗p𝑧q. Using (1.4.7)
one more time, we get that

ℎ®𝑛, 𝑗 “
1

2𝜋i

ż

Γ

𝑠|®𝑛|𝑅®𝑛, 𝑗p𝑠q
𝑑𝑠

𝑟 ®𝑛, 𝑗p𝑠q
“

ż

𝑥|®𝑛|𝑃®𝑛p𝑥q
𝑑` 𝑗p𝑥q

𝑟 ®𝑛, 𝑗p𝑥q
“

ż

𝑃2
®𝑛p𝑥q

𝑑` 𝑗p𝑥q

𝑟 ®𝑛, 𝑗p𝑥q

by orthogonality and since 𝑃®𝑛p𝑥q is monic. �
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Corollary 1.4.4. It holds that
sign ℎ®𝑛,1 “ 1 and sign ℎ®𝑛,2 “ 1

when 𝑛2 ď 𝑛1 ` 1 and 𝑛2 ě 𝑛1 ` 1, respectively.

Proof. The claim follows from Lemma 1.4.3 since Δ𝜏 ă Δ1 while each 𝑟 ®𝑛, 𝑗p𝑧q is a monic polynomial. �

Corollary 1.4.5. It holds that

𝑅®𝑛,1p𝑧q “
𝑟 ®𝑛,1p𝑧q

𝑃®𝑛p𝑧q

ż

𝑃2
®𝑛p𝑥q

𝑧 ´ 𝑥

𝑑`1p𝑥q

𝑟 ®𝑛,1p𝑥q
and 𝑅®𝑛,2p𝑧q “

𝑟 ®𝑛,2p𝑧q

𝑃®𝑛p𝑧q

ż

𝑃2
®𝑛p𝑥q

𝑧 ´ 𝑥

𝑑`2p𝑥q

𝑟 ®𝑛,2p𝑥q

when 𝑛2 ď 𝑛1 ` 1 and 𝑛2 ě 𝑛1 ` 1, respectively.

Proof. We have that

𝑅®𝑛, 𝑗p𝑧q “

ż

𝑃®𝑛p𝑥q𝑟 ®𝑛, 𝑗p𝑥q

𝑧 ´ 𝑥

𝑑` 𝑗p𝑥q

𝑟 ®𝑛, 𝑗p𝑥q
“

ż

𝑟 ®𝑛, 𝑗p𝑥q ´ 𝑟 ®𝑛, 𝑗p𝑧q

𝑧 ´ 𝑥
𝑃®𝑛p𝑥q

𝑑` 𝑗p𝑥q

𝑟 ®𝑛, 𝑗p𝑥q
` 𝑟 ®𝑛, 𝑗p𝑧q

ż

𝑃®𝑛p𝑥q

𝑧 ´ 𝑥

𝑑` 𝑗p𝑥q

𝑟 ®𝑛, 𝑗p𝑥q
.

Since 𝑛3´ 𝑗 ´ 1 ă |®𝑛| is the degree of p𝑟 ®𝑛, 𝑗p¨q ´ 𝑟 ®𝑛, 𝑗p𝑧qq{p𝑧 ´ ¨q, it holds that

𝑅®𝑛, 𝑗p𝑧q “ 𝑟 ®𝑛, 𝑗p𝑧q

ż

𝑃®𝑛p𝑥q

𝑧 ´ 𝑥

𝑑` 𝑗p𝑥q

𝑟 ®𝑛, 𝑗p𝑥q
.

Using the same argument one more time yields the desired claim. �

Corollary 1.4.6. It holds that

sign ℎ®𝑛,1 “ p´1q|®𝑛|`1 and sign ℎ®𝑛,2 “ p´1q|®𝑛|

when 𝑛2 ě 𝑛1 ` 2 and 𝑛2 ď 𝑛1, respectively.

Proof. It follows from the previous corollary that

sign
`

𝑅®𝑛, 𝑗p𝑥q{𝑟 ®𝑛, 𝑗p𝑥q
˘

“ p´1q|®𝑛|`1, 𝑥 P Δ𝜏 , (1.4.8)

when 𝑛2 ě 𝑛1 ` 1 for 𝑗 “ 2 and 𝑛2 ď 𝑛1 ` 1 for 𝑗 “ 1. The claim now follows from Lemma 1.4.2 since

ℎ®𝑛,1 “

ż

𝑥𝑛1𝑅®𝑛,2p𝑥q𝑑𝜏𝑑p𝑥q “

ż

𝑟 ®𝑛,2p𝑥q𝑅®𝑛,2p𝑥q𝑑𝜏𝑑p𝑥q

when 𝑛2 ě 𝑛1 ` 2 and

ℎ®𝑛,2 “ ´

ż

𝑥𝑛2𝑅®𝑛,1p𝑥q𝑑𝜏p𝑥q “ ´

ż

𝑟 ®𝑛,1p𝑥q𝑅®𝑛,1p𝑥q𝑑𝜏p𝑥q

when 𝑛2 ď 𝑛1. �

Proof of Theorem 1.4.1. It is well known, see [33, Theorem 23.1.11], that if we multiply equation (0.0.20) by
𝑥𝑛 𝑗´1 and integrate agains the measure ` 𝑗 , we will get

𝑎 ®𝑛, 𝑗 “

ş

𝑃®𝑛p𝑥q𝑥𝑛 𝑗 𝑑` 𝑗p𝑥q
ş

𝑃®𝑛´®𝑒 𝑗
p𝑥q𝑥𝑛 𝑗´1𝑑` 𝑗p𝑥q

“
ℎ®𝑛, 𝑗

ℎ®𝑛´®𝑒 𝑗 , 𝑗

, (1.4.9)

where we used (1.4.5) and orthogonality relations (0.0.11) to get the second equality. The claim of the theorem
now follows from Corollaries 1.4.4 and 1.4.6. �

Part 2. Jacobi matrices on infinite rooted Cayley trees

Below we introduce a notion of a Jacobi matrix on an infinite 2-homogenous rooted tree whose coefficients are
generated by MOPs.

2.1. Definitions

Let ®̀ be a perfect system of measures on the real line with recurrence coefficients t𝑎 ®𝑛,𝑖 , 𝑏 ®𝑛,𝑖u, see (0.0.19) and
(0.0.20). Assume that

sup
®𝑛PZ2

`
, 𝑖Pt1,2u

|𝑎 ®𝑛,𝑖| ă 8 and sup
®𝑛PZ2

`
, 𝑖Pt1,2u

|𝑏 ®𝑛,𝑖| ă 8 . (2.1.1)

Conditions (2.1.1) used along the marginal directions imply that the classical Jacobi matrices corresponding to `1
and `2 have bounded coefficients and therefore `1, `2 P 𝔐.
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2.1.1. Rooted Cayley tree. Hereafter, we let T stand for an infinite 2-homogeneous rooted tree (rooted Cayley
tree) and V for the set of its vertices with 𝑂 being the root. On the lattice N2, consider an infinite path

 

®𝑛p1q, ®𝑛p2q, . . .
(

, ®𝑛p1q “ ®1 def
“ p1, 1q and ®𝑛p𝑙`1q “ ®𝑛p𝑙q ` ®𝑒𝑘𝑙 , 𝑘𝑙 P t1, 2u, 𝑙 P N.

Clearly, these are paths for which, as we move from ®1 to infinity, the multi-index of each next vertex is increasing
by 1 at exactly one position. Each such path can be mapped bijectively to a non-self-intersecting path on T that
starts at 𝑂, see Figure 3. This construction defines a projection Π : V Ñ N2 as follows: given 𝑌 P V we consider
the non-self-intersecting path from 𝑂 to 𝑌 , map it to a path on N2 and let Πp𝑌q be the endpoint of the mapped
path. Every vertex 𝑌 P V, which is different from 𝑂, has a unique parent, which we denote by 𝑌p𝑝q. That allows
us to define the following index function:

𝚤 : V Ñ t1, 2u, 𝑌 ÞÑ 𝚤𝑌 such that Πp𝑌q “ Πp𝑌p𝑝qq ` ®𝑒𝚤𝑌 . (2.1.2)

This way, if 𝑍 “ 𝑌p𝑝q, then we write that 𝑌 “ 𝑍p𝑐ℎq, ]𝑌 , see Figure 3. Recall that for a function 𝑓 on V, we denote
its value at a vertex 𝑌 P V by 𝑓𝑌 . As before, we introduce an artificial vertex 𝑂p𝑝q, a formal parent of the root 𝑂.
We do not include 𝑂p𝑝q into V, but we do extend every function 𝑓 on V to 𝑂p𝑝q by setting 𝑓𝑂p𝑝q

“ 0. We denote
the space of square-summable functions on V by ℓ2pVq and the standard inner product generating ℓ2pVq by x¨, ¨y.

p1, 1q „ 𝑂 “ 𝑌p𝑝q

p2, 1q p1, 2q „ 𝑌 “ 𝑂p𝑐ℎq,2

p3, 1q p2, 2q p2, 2q „ 𝑌p𝑐ℎq,1 p1, 3q „ 𝑌p𝑐ℎq,2

Figure 3. Three generations of T.

The above construction differs from the one in Section 1.1 in the following ways: the projection Π maps onto
the lattice N2, not Z2

`; the values |Πp𝑌q| increase rather than decrease as we go down the tree; the index function
]𝑌 now tells which coordinate of Πp𝑌p𝑝qq needs to increase rather than decrease to get Πp𝑌q.

2.1.2. Jacobi matrices. In this subsection we specialize definition (0.0.9) to the case of Jacobi matrices on T

whose potentials 𝑉,𝑊 come from ®̀. As in the previous part, we fix ®̂ P R2 such that | ®̂| “ 1. We define the
potentials𝑉 “ 𝑉 ®̀ ,𝑊 “ 𝑊 ®̀ : V Ñ R (again, as with the most quantities dependent on ®̀, we drop the dependence
on ®̀ from notation) by

𝑉𝑂
def
“ ^1𝑏p0,1q,1 ` ^2𝑏p1,0q,2, 𝑊𝑂

def
“ 1, and 𝑉𝑌

def
“ 𝑏Πp𝑌p𝑝qq, ]𝑌 , 𝑊𝑌

def
“

ˇ

ˇ𝑎Πp𝑌p𝑝qq, ]𝑌

ˇ

ˇ, 𝑌 ‰ 𝑂. (2.1.3)

Notice the difference in definition of𝑉 as compared to (1.1.2). As before, this definition is consistent with (0.0.9) if
we let 𝑊𝑌p𝑝q ,𝑌 “ 𝑊𝑌 ,𝑌p𝑝q

“ 𝑊𝑌 . We further choose function 𝜎 : V Ñ t0, 1u to recover the signs of the recurrence
coefficients 𝑎 ®𝑛,𝑖 exactly as in (1.1.3). With these definitions, (0.0.9) specializes to the following Jacobi matrix
J ®̂ “ J

®̀
®̂ on T:

pJ ®̂ 𝑓 q𝑌
def
“ 𝑉𝑌 𝑓𝑌 ` 𝑊

1{2
𝑌

𝑓𝑌p𝑝q
` p´1q

𝜎𝑌p𝑐ℎq,1𝑊
1{2
𝑌p𝑐ℎq,1

𝑓𝑌p𝑐ℎq,1 ` p´1q
𝜎𝑌p𝑐ℎq,2𝑊

1{2
𝑌p𝑐ℎq,2

𝑓𝑌p𝑐ℎq,2 . (2.1.4)

Due to its local nature, J ®̂ is defined on the set of all functions on V. Moreover, assumption (2.1.1) also shows
that it is a bounded operator on ℓ2pVq and therefore we can talk about its spectrum 𝜎pJ ®̂q. Notice also that if
𝑎 ®𝑛,𝑖 ą 0 when 𝑛𝑖 ą 0, ®𝑛 “ p𝑛1, 𝑛2q, i.e., if they satisfy (1.1.9) (recall also (0.0.21)), the operator J ®̂ is self-adjoint.
Otherwise, let 𝔖 be a diagonal matrix on T defined by (1.2.6) and r¨, ¨s be the corresponding indefinite inner
product on ℓ2pVq given by (1.2.7). We define 𝔖-self-adjointess exactly as in (1.2.8).

Proposition 2.1.1. Jacobi matrices J ®̂ and J˚

®̂ are 𝔖-self-adjoint.

Proof. The operator J ®̂ is bounded in ℓ2pVq and checking its 𝔖–self-adjointness is identical to the proof of
Proposition 1.2.2 from the previous part. �
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2.2. Basic Properties

Recall the functions 𝐿 ®𝑛p𝑧q introduced in (0.0.14). We consider 𝑧 P C` as a parameter and define

𝑙𝑌 p𝑧q
def
“ 𝑚´1

𝑌
𝐿𝑌 p𝑧q, 𝐿𝑌 p𝑧q

def
“ 𝐿Πp𝑌 qp𝑧q, and 𝑚𝑌

def
“

ź

𝑍Ppathp𝑌 ,𝑂q

𝑊
´1{2
𝑍

, (2.2.1)

where pathp𝑌,𝑂q is the non-self-intersecting path connecting𝑌 and 𝑂 that includes both𝑌 and 𝑂. More generally,
we agree that any function 𝑓 “ t 𝑓®𝑛u on the lattice N2 is also a function on V whose values are 𝑓𝑌

def
“ 𝑓Πp𝑌 q.

Recall definition (0.0.15) of a Markov function. It will be convenient to formally setΠp𝑂p𝑝qq
def
“ ®𝜘 “ p𝜘1, 𝜘2q

def
“

p^2, ^1q and
𝐿 ®𝜘p𝑧q

def
“ ^2𝐿 ®𝑒1p𝑧q ` ^1𝐿 ®𝑒2p𝑧q “

`

𝜘1}`1}´1˘
p̀1p𝑧q `

`

𝜘2}`2}´1˘
p̀2p𝑧q, (2.2.2)

where the second equality follows straight from the definition (0.0.10) and the normalization (0.0.13). The reason
we introduced ®𝜘 is that this way the meaning of 𝐿 ®𝑒𝑖 p𝑧q is still the same.

Given 𝑋 P V, we shall denote by Tr𝑋s the subtree of T with the root at 𝑋 (in this case Tr𝑂s “ T). We also let
Vr𝑋s be the set of vertices of Tr𝑋s and denote the restriction of the inner product in ℓ2pVq to Vr𝑋s by the same
symbol x¨, ¨y. The notation Jr𝑋s and 𝑙r𝑋s stand for the restrictions of J ®̂ and 𝑙 to Tr𝑋s and Vr𝑋s, respectively. In
general, 𝑓r𝑋s will be used to denote the restriction of any function 𝑓 , defined on V initially, to the subset Vr𝑋s.

Proposition 2.2.1. It holds that
J ®̂𝑙p𝑧q “ 𝑧𝑙p𝑧q ´ 𝐿 ®𝜘p𝑧q𝛿p𝑂q. (2.2.3)

Given 𝑋 P V, 𝑋 ‰ 𝑂, we also have

Jr𝑋s𝑙r𝑋sp𝑧q “ 𝑧𝑙r𝑋sp𝑧q ´ 𝑚´1
𝑋

𝐿𝑋p𝑝q
p𝑧q𝛿p𝑋q. (2.2.4)

Proof. By integrating (0.0.19) against p𝑧 ´ 𝑥q´1 and noticing that |®𝑛| ě 2 for any ®𝑛 P N2, we get that

𝑧𝐿 ®𝑛p𝑧q “ 𝐿 ®𝑛´®𝑒 𝑗
p𝑧q ` 𝑏 ®𝑛´®𝑒 𝑗 , 𝑗𝐿 ®𝑛p𝑧q ` 𝑎 ®𝑛,1𝐿 ®𝑛`®𝑒1p𝑧q ` 𝑎 ®𝑛,2𝐿 ®𝑛`®𝑒2p𝑧q, 𝑗 P t1, 2u.

Fix 𝑗 and let 𝑌 ‰ 𝑂, Πp𝑌q “ ®𝑛, be such that Πp𝑌p𝑝qq “ ®𝑛 ´ ®𝑒 𝑗 . Then, the above relation can be rewritten as

𝑧𝐿𝑌 p𝑧q “ 𝐿𝑌p𝑝q
p𝑧q `𝑉𝑌 𝐿𝑌 p𝑧q ` p´1q

𝜎𝑌p𝑐ℎq,1𝑊𝑌p𝑐ℎq,1𝐿𝑌p𝑐ℎq,1p𝑧q ` p´1q
𝜎𝑌p𝑐ℎq,2𝑊𝑌p𝑐ℎq,2𝐿𝑌p𝑐ℎq,2p𝑧q.

It follows immediately from (2.2.1) and the above formula that 𝑧𝑙𝑌 p𝑧q “
`

J ®̂𝑙p𝑧q
˘

𝑌
, 𝑌 ‰ 𝑂. Similarly, it holds

that

𝑧𝑙𝑂p𝑧q “ 𝑧𝐿𝑂p𝑧q “

^1

´

𝐿®1´®𝑒1
p𝑧q ` 𝑏®1´®𝑒1 ,1𝐿𝑂p𝑧q ` p´1q

𝜎𝑂p𝑐ℎq,1𝑊𝑂p𝑐ℎq,1𝐿𝑂p𝑐ℎq,1p𝑧q ` p´1q
𝜎𝑂p𝑐ℎq,2𝑊𝑂p𝑐ℎq,2𝐿𝑂p𝑐ℎq,2p𝑧q

¯

` ^2

´

𝐿®1´®𝑒2
p𝑧q ` 𝑏®1´®𝑒2 ,2𝐿𝑂p𝑧q ` p´1q

𝜎𝑂p𝑐ℎq,1𝑊𝑂p𝑐ℎq,1𝐿𝑂p𝑐ℎq,1p𝑧q ` p´1q
𝜎𝑂p𝑐ℎq,2𝑊𝑂p𝑐ℎq,2𝐿𝑂p𝑐ℎq,2p𝑧q

¯

,

which finishes the proof (2.2.3) (recall that ^1 ` ^2 “ 1).
Consider the second claim of the lemma. Given any 𝑓 defined on V, we can use (2.1.4) to get

Jr𝑋s 𝑓r𝑋s “ pJ ®̂ 𝑓 qr𝑋s ´ 𝑊
1{2
𝑋

𝑓𝑋p𝑝q
𝛿p𝑋q. (2.2.5)

Since 𝑊1{2
𝑋

𝑚´1
𝑋p𝑝q

“ 𝑚´1
𝑋

, (2.2.4) follows from (2.2.5) applied to 𝑓 “ 𝑙. �

We need to introduce Green’s functions of Jr𝑋s. They are defined by

𝐺p𝑌, 𝑋; 𝑧q def
“

A

pJr𝑋s ´ 𝑧q´1𝛿p𝑋q, 𝛿p𝑌 q
E

,

where 𝑋 P V and 𝑌 P Vr𝑋s. Using Proposition 2.2.1 we can obtain the following conditional result. Since Jr𝑋s

is a bounded operator, there exists 𝑅r𝑋s ą 0 such that 𝜎pJr𝑋sq Ă t|𝑧| ď 𝑅r𝑋su. Let 𝐶r𝑋s denote the unbounded
component of the complement of 𝜎pJr𝑋sq Y supp `1 Y supp `2 Y t𝑧 : 𝐿Πp𝑋p𝑝qqp𝑧q “ 0u.

Proposition 2.2.2. If there exists 𝑅 ą 0 such that 𝑙p𝑧q P ℓ2pVq for |𝑧| ą 𝑅, then 𝑙p𝑧q P ℓ2pVq for all 𝑧 P 𝐶r𝑋s, and
for all such 𝑧 we have that

pJr𝑋s ´ 𝑧q´1𝛿p𝑋q “ ´𝑚𝑋 𝑙r𝑋sp𝑧q{𝐿Πp𝑋p𝑝qqp𝑧q. (2.2.6)
In particular, 𝐺p𝑌, 𝑋; 𝑧q extends to a holomorphic function in 𝐶r𝑋s by

𝐺p𝑌, 𝑋; 𝑧q “ ´
𝑚𝑋

𝑚𝑌

𝐿Πp𝑌 qp𝑧q

𝐿Πp𝑋p𝑝qqp𝑧q
. (2.2.7)
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Proof. Let 𝑧 P 𝐶r𝑋s be such that |𝑧| ą |𝑅|. If 𝑋 “ 𝑂, identity (2.2.6) follows immediately from (2.2.3). If 𝑋 ‰ 𝑂,
it follows from (2.2.4). Formula (2.2.7) for such 𝑧 now follows from the definition and (2.2.1). Moreover, since
𝐺p𝑌, 𝑋; 𝑧q is an analytic function of 𝑧 R 𝜎pJr𝑋sq and 𝐿Πp𝑌 qp𝑧q{𝐿Πp𝑋p𝑝qqp𝑧q is analytic in 𝑧 R supp `1Ysupp `2Yt𝑧 :
𝐿Πp𝑋p𝑝qqp𝑧q “ 0u, the full claim follows by analytic continuation. �

There are other functions that satisfy algebraic identities similar to (2.2.3). To introduce them, we first recall
(0.0.10) and (0.0.17). Set

Λ
p𝑘q

𝑌
p𝑧q

def
“ 𝑚´1

𝑌
𝐴

p𝑘q

Πp𝑌 q
p𝑧q, 𝑘 P t0, 1, 2u. (2.2.8)

Observe that Λp0q

𝑂
“ 0. For any functions 𝑓 , 𝑔 on V and a fixed vertex 𝑍 P V we introduce a new function on V by

r 𝑓 , 𝑔sp𝑍q def
“ 𝑓𝑍𝑔 ´ 𝑓 𝑔𝑍 . (2.2.9)

We call it the commutator of functions 𝑓 , 𝑔 with respect to the vertex 𝑍 .

Proposition 2.2.3. The following algebraic identities hold

J ®̂Λ
p𝑘qp𝑧q “ 𝑧Λp𝑘qp𝑧q ´ ^3´𝑘𝐴

p𝑘q

®𝑒𝑘
p𝑧q𝛿p𝑂q,

for each 𝑘 P t1, 2u, as well as
J ®̂Λ

p0qp𝑧q “ 𝑧Λp0qp𝑧q.

Furthermore, let 𝑋 ‰ 𝑂. Then, for any 𝑘, 𝑙 P t0, 1, 2u it holds that

Jr𝑋s

“

Λp𝑘qp𝑧q,Λp𝑙qp𝑧q
‰p𝑋p𝑝qq

r𝑋s
“ 𝑧

“

Λp𝑘qp𝑧q,Λp𝑙qp𝑧q
‰p𝑋p𝑝qq

r𝑋s
. (2.2.10)

Proof. We can repeat the proof of Proposition 2.2.1 with 𝐿 ®𝑛p𝑧q replaced by 𝐴
p𝑘q

®𝑛 p𝑧q, 𝑘 P t1, 2u, and using (0.0.22)
instead of (0.0.19) to get that

𝑧Λp𝑘qp𝑧q “ J ®̂Λ
p𝑘qp𝑧q `

`

^1𝐴
p𝑘q

p0,1q
p𝑧q ` ^2𝐴

p𝑘q

p1,0q
p𝑧q

˘

𝛿p𝑂q.

Since 𝐴
p𝑘q

®1´®𝑒𝑘
p𝑧q ” 0, the first claim follows. We further get from (0.0.17) and (2.2.3) that

J ®̂Λ
p0qp𝑧q “ p̀1p𝑧qJ ®̂Λ

p1qp𝑧q ` p̀2p𝑧qJ ®̂Λ
p2qp𝑧q ´ J ®̂𝑙p𝑧q

“ 𝑧Λp0qp𝑧q ´

´

^2𝐴
p1q

p1,0q
p𝑧q p̀1p𝑧q ` ^1𝐴

p2q

p0,1q
p𝑧q p̀2p𝑧q ´ 𝐿 ®𝜘p𝑧q

¯

𝛿p𝑂q.

Since 𝐴
p1q

p1,0q
p𝑧q “ }`1}´1 and 𝐴

p1q

p0,1q
p𝑧q “ }`2}´1 by (0.0.13), the second claim follows from (2.2.2). To prove the

third claim, observe that
Jr𝑋sΛ

p𝑘q

r𝑋s
p𝑧q “ 𝑧Λ

p𝑘q

r𝑋s
p𝑧q ´ 𝑊

1{2
𝑋

Λ
p𝑘q

𝑋p𝑝q
p𝑧q𝛿p𝑋q

by (2.2.5). The desired identity (2.2.10) now easily follows from the definition (2.2.9). �

Remark. The relations of Proposition 2.2.3 should be regarded as algebraic identities and we do not claim that
the functions involved belong to the Hilbert space ℓ2pVq for any given 𝑧.

The spectral theory of Jacobi matrices (2.1.4) under the sole condition (2.1.1) is currently beyond our reach. In
Part 3, however, we consider a large class of multiorthogonal systems, known as Angelesco systems, for which this
analysis is possible.

2.3. Appendix to Part 2

In Part 3, we will explain that the so-called Angelesco systems generate bounded and self-adjoint Jacobi
matrices. In the current appendix, we show that Nikishin systems, see Section 1.4, do not generate bounded Jacobi
matrices, in general. We need some notation first. Recall that a measure ` supported on an interval Δ “ r𝛼, 𝛽s is
called a Szegő measure if

𝐺p`q
def
“ exp

#

1
𝜋

ż

Δ

log `1p𝑥q𝑑𝑥
a

p𝑥 ´ 𝛼qp𝛽 ´ 𝑥q

+

ą 0, (2.3.1)

where 𝑑`p𝑥q “ `1p𝑥q𝑑𝑥 ` 𝑑`singp𝑥q and `sing is singular to Lebesgue measure.
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Theorem 2.3.1. Let ®̀ be a Nikishin system (1.4.1)–(1.4.2) and t𝑏 ®𝑛,1, 𝑏 ®𝑛,2, 𝑎 ®𝑛,1, 𝑎 ®𝑛,2u®𝑛PZ2
`

be the corresponding
recurrence coefficients, see (0.0.19)–(0.0.20). Then, there exists a constant 𝐶 ®̀ such that

sup
®𝑛PZ2

`

|𝑏 ®𝑛,𝑖| ď 𝐶 ®̀ , sup
®𝑛PZ2

`
:𝑛2ď𝑛1 or 𝑛2ě𝑛1`2

|𝑎 ®𝑛,𝑖| ď 𝐶 ®̀ (2.3.2)

for any 𝑖 P t1, 2u. Assume further that the measures `1 and 𝜏 are Szegő measures. Then,

lim
𝑛Ñ8

𝑎p𝑛,𝑛`1q,1 “ ´8 and lim
𝑛Ñ8

𝑎p𝑛,𝑛`1q,2 “ 8. (2.3.3)

It is conceivable that the Szegő condition for the measures can be relaxed. However, we assume it to simplify
the proof. Our result shows that even for nice measures `1, 𝜏 the corresponding Nikishin system does not generate
a bounded Jacobi matrix. In the remaining part of this section, we prove Theorem 2.3.1.

Lemma 2.3.2. There exists a constant 𝐶 ®̀ such that

sup
®𝑛PZ2

`
, 𝑖Pt1,2u

|𝑏 ®𝑛,𝑖| ď 𝐶 ®̀ .

Proof. We continue to use notation from Section 1.4. The following argument is taken from [8]. Divide recursion
relations (0.0.20) by 𝑥𝑃®𝑛p𝑥q and integrate over a contour Γ that encircles Δ1 Y t0u in positive direction to get

1
2𝜋i

ż

Γ

ˆ

1 ´
𝑃®𝑛`®𝑒𝑖 p𝑧q

𝑧𝑃®𝑛p𝑧q

˙

𝑑𝑧 “ 𝑏 ®𝑛,𝑖 `
1

2𝜋i

ż

Γ

2
ÿ

𝑘“1
𝑎 ®𝑛,𝑘

𝑃®𝑛´®𝑒𝑘 p𝑧q

𝑧𝑃®𝑛p𝑧q
𝑑𝑧.

The last integral is zero by the Cauchy theorem applied at infinity. Therefore,

|𝑏 ®𝑛,𝑖| ď
1

2𝜋

ż

Γ

ˇ

ˇ

ˇ

ˇ

𝑃®𝑛`®𝑒𝑖 p𝑧q

𝑃®𝑛p𝑧q

ˇ

ˇ

ˇ

ˇ

|𝑑𝑧|

|𝑧|
.

It is known that the zeroes of 𝑃®𝑛`®𝑒𝑖 p𝑧q and 𝑃®𝑛p𝑧q interlace. Indeed, this follows from [32, Theorem 2.1], see
also [22, Corollary 1], since it was established in [21] that t1, p𝜏u is an AT system on Δ1 relative to `1, see
also [20, page 782]. Thus, it holds that

𝑃®𝑛`®𝑒𝑖 p𝑧q

𝑃®𝑛p𝑧q
“ p𝑧 ´ 𝑥 ®𝑛`®𝑒𝑖 ,1qp𝑧 ´ 𝑥 ®𝑛`®𝑒𝑖 ,|®𝑛|`1q

|®𝑛|
ÿ

𝑙“1

𝑐 ®𝑛,𝑙
𝑧 ´ 𝑥 ®𝑛,𝑙

, (2.3.4)

where 𝑐 ®𝑛,𝑙 ą 0 and
ř|®𝑛|

𝑙“1 𝑐 ®𝑛,𝑙 “ 1, and 𝑥 ®𝑚,1 ă 𝑥 ®𝑚,2 ă ¨ ¨ ¨ ă 𝑥 ®𝑚,| ®𝑚| are the zeroes of 𝑃 ®𝑚p𝑥q, which all belong
to Δ1. That shows boundedness of |𝑃®𝑛`®𝑒𝑖 p𝑧q{𝑃®𝑛p𝑧q| on Γ independently of ®𝑛 and therefore proves the desired
claim. �

Let 𝑟 ®𝑛,1p𝑧q, 𝑟 ®𝑛,2p𝑧q be polynomials from Lemma 1.4.3.

Lemma 2.3.3. If multi-indices ®𝑛 and ®𝑛 ` ®𝑒𝑖 both belong to the region tp𝑛1, 𝑛2q : 𝑛2 ď 𝑛1 ` 1u, then the
zeroes of 𝑟 ®𝑛,1p𝑧q and 𝑟 ®𝑛`®𝑒𝑖 ,1p𝑧q interlace. Similarly, if multi-indices ®𝑛 and ®𝑛 ` ®𝑒𝑖 both belong to the region
tp𝑛1, 𝑛2q : 𝑛2 ě 𝑛1 ` 1u, then the zeroes of 𝑟 ®𝑛,2p𝑧q and 𝑟 ®𝑛`®𝑒𝑖 ,2p𝑧q interlace.

Proof. The first claim was shown in [12, Theorem 2.1]. The proof of the second claim is identical provided one
knows that the functions 𝐴𝑅®𝑛,2p𝑧q ` 𝐵𝑅®𝑛`®𝑒𝑖 ,2p𝑧q have no more than 𝑛1 ` 1 zeroes in RzΔ1 all of which are simple
(𝐴, 𝐵 are arbitrary real constants). The last property can be established exactly as in Lemma 1.4.3, where the cases
𝐴 “ 0, 𝐵 “ 1 and 𝐴 “ 1, 𝐵 “ 0 were considered. �

Recall that if 𝑞𝑛p𝑥; `q is the 𝑛-th monic orthogonal polynomial with respect to measure ` on the real line, then
𝑞𝑛p𝑥; `q is the unique minimizer of the following variational problem:

ż

𝑞2
𝑛p𝑥; `q𝑑`p𝑥q “ min

"
ż

𝑞2p𝑥q𝑑`p𝑥q : 𝑞p𝑥q “ 𝑥𝑛 ` 𝑞𝑛´1𝑥
𝑛´1 ` ¨ ¨ ¨ ` 𝑞1𝑥 ` 𝑞0, t𝑞 𝑗u P R

*

. (2.3.5)

Lemma 2.3.4. We have a bound

sup
𝑖Pt1,2u, ®𝑛PZ2

`
:𝑛2ď𝑛1 or 𝑛2ě𝑛1`2

|𝑎 ®𝑛,𝑖| ď 𝐶 ®̀ .

Proof. As shown in Lemma 1.4.3, it holds that

ℎ®𝑛,1 “

ż

𝑃2
®𝑛p𝑥q

𝑑`1p𝑥q

𝑟 ®𝑛,1p𝑥q
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when 𝑛2 ď 𝑛1 ` 1. Recall that the monic polynomials 𝑟 ®𝑛,1p𝑥q and 𝑟 ®𝑛´®𝑒1 ,1p𝑥q have degree 𝑛2 and all their zeroes
belong to Δ𝜏 when 𝑛2 ď 𝑛1 by Lemma 1.4.3. Let 0 ă 𝑙 ă 𝐿 be constants given by

𝑙´1 def
“ maxt|𝑥 ´ 𝑦| : 𝑥 P Δ1, 𝑦 P Δ𝜏u and 𝐿´1 def

“ mint|𝑥 ´ 𝑦| : 𝑥 P Δ1, 𝑦 P Δ𝜏u. (2.3.6)

Then, when 𝑛2 ď 𝑛1, it follows from Lemma 2.3.3 that 𝑙𝑟 ®𝑛´®𝑒1 ,1p𝑥q ď 𝐿𝑟 ®𝑛,1p𝑥q for any 𝑥 P Δ1 ą Δ𝜏 . Let 𝛾 be the
midpoint of Δ1 and |Δ1| be its length. Using (2.3.5), we get that

ℎ®𝑛´®𝑒1 ,1 ě
4

|Δ1|2

ż

p𝑥 ´ 𝛾q2𝑃2
®𝑛´®𝑒1

p𝑥q
𝑑`1p𝑥q

𝑟 ®𝑛´®𝑒1 ,1p𝑥q
ě

4
|Δ1|2

𝑙

𝐿

ż

p𝑥 ´ 𝛾q2𝑃2
®𝑛´®𝑒1

p𝑥q
𝑑`1p𝑥q

𝑟 ®𝑛,1p𝑥q

ě
4

|Δ1|2
𝑙

𝐿
min

"
ż

𝑞2p𝑥q
𝑑`1p𝑥q

𝑟 ®𝑛,1p𝑥q
: 𝑞p𝑥q “ 𝑥|®𝑛| ` ¨ ¨ ¨

*

“
4

|Δ1|2
𝑙

𝐿
ℎ®𝑛,1.

Therefore, it follows from (1.4.9) that

|𝑎 ®𝑛,1| “ |ℎ®𝑛,1{ℎ®𝑛´®𝑒1 ,1| ď p|Δ1|2𝐿q{p4𝑙q, 𝑛2 ď 𝑛1. (2.3.7)

Furthermore, we get from recursion relations (0.0.20) that

𝑥 ´ 𝑏 ®𝑛,𝑖 “
𝑃®𝑛`®𝑒𝑖 p𝑥q

𝑃®𝑛p𝑥q
` 𝑎 ®𝑛,1

𝑃®𝑛´®𝑒1p𝑥q

𝑃®𝑛p𝑥q
` 𝑎 ®𝑛,2

𝑃®𝑛´®𝑒2p𝑥q

𝑃®𝑛p𝑥q
. (2.3.8)

Take 𝑥 “ 𝛽1 ` 1, where Δ1 “ r𝛼1, 𝛽1s. The interlacing property used in Lemma 2.3.2, see (2.3.4), implies that
the ratios of polynomials in the above formula are positive and bounded above and away from zero independently
of ®𝑛. Thus, it follows from Lemma 2.3.2 and (2.3.7) that

|𝑎 ®𝑛,2| ď 𝐶 ®̀ , 𝑛2 ď 𝑛1,

for some constant 𝐶 ®̀ independent of ®𝑛, which is not necessarily the same as in Lemma 2.3.2. The proof in the
case 𝑛2 ě 𝑛1 ` 2 is absolutely analogous: we first use Lemmas 1.4.3 and 2.3.3 to show boundedness of 𝑎 ®𝑛,2 and
then use recurrence relations (0.0.20) and Lemma 2.3.2 to deduce boundedness of 𝑎 ®𝑛,1. �

We are left with proving (2.3.3). To proceed, let us recall some results from [40]. Consider the function

𝜓p𝑧q “ 𝑧 `
a

𝑧2 ´ 1,

which is the conformal map of Czr´1, 1s onto Czt|𝑧| ď 1u such that 𝜓p8q “ 8 and 𝜓1p8q ą 0. Let ` be a
Szegő measure on r´1, 1s and t𝑎2𝑛,𝑖u

2𝑛
𝑖“1 Ă Czr´1, 1s define a sequence of multi-sets of complex numbers that

are conjugate-symmetric and satisfy

lim
𝑛Ñ8

2𝑛
ÿ

𝑖“1

`

1 ´ |𝜓p𝑎2𝑛,𝑖q|´1˘ “ 8 . (2.3.9)

We emphasize that the elements in each multi-set t𝑎2𝑛,𝑖u
2𝑛
𝑖“1 can be equal to each other and some of them can be

equal to 8. Let 𝑚𝑛 be the number of finite elements in t𝑎2𝑛,𝑖u
2𝑛
𝑖“1. Set

𝑤2𝑛p𝑧q
def
“

2𝑛
ź

𝑖“1
p1 ´ 𝑧{𝑎2𝑛,𝑖q and r𝑤2𝑛p𝑧q

def
“

ź

|𝑎2𝑛,𝑖 |ă8

p𝑧 ´ 𝑎2𝑛,𝑖q,

which are polynomials of degree 𝑚𝑛 ď 2𝑛 (r𝑤2𝑛p𝑧q is the monic renormalization of 𝑤2𝑛p𝑧q). Conjugate-symmetry
of t𝑎2𝑛,𝑖u

2𝑛
𝑖“1 guarantees that 𝑤2𝑛p𝑧q is real on the real line. Notice that 𝑤2𝑛p𝑧q ” 1 when 𝑎2𝑛,𝑖 “ 8 for all

𝑖 P t1, . . . , 2𝑛u. If 𝛾𝑛 is the leading coefficient of the 𝑛-th polynomial orthonormal with respect to the measure
|𝑤2𝑛p𝑥q|´1𝑑`p𝑥q, then

𝛾´2
𝑛 “ min

"
ż

𝑞2p𝑥q
𝑑`p𝑥q

|𝑤2𝑛p𝑥q|
: 𝑞p𝑥q “ 𝑥𝑛 ` ¨ ¨ ¨

*

, (2.3.10)

see (2.3.5). It was shown in [40, Corollary 1] that

lim
𝑛Ñ8

𝛾´2
𝑛 22𝑛

ź

|𝑎2𝑛,𝑖 |ă8

ˆ

𝜓p𝑎2𝑛,𝑖q

2𝑎2𝑛,𝑖

˙

“ 2𝐺p`q,

where 𝐺p`q was introduced in (2.3.1). Furthermore, if r𝛾´2
𝑛 is defined to be the right-hand side of (2.3.10) with

|𝑤2𝑛p𝑥q|´1𝑑`p𝑥q replaced by |r𝑤2𝑛p𝑥q|´1𝑑`p𝑥q, then it clearly holds that

lim
𝑛Ñ8

r𝛾´2
𝑛 22𝑛´𝑚𝑛

𝑚𝑛
ź

𝑖“1
𝜓p𝑎2𝑛,𝑖q “ 2𝐺p`q . (2.3.11)
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More generally, let a be a Szegő measure on an interval Δ “ r𝛼, 𝛽s and 𝑑𝑛p𝑧q be a monic polynomial of degree
𝑚𝑛 ď 2𝑛 with all its zeroes belonging to an interval Δ˚ such that Δ˚ X Δ “ H. Define

Ω𝑛pa, 𝑑𝑛q
def
“ min

"
ż

𝑞2p𝑥q
𝑑ap𝑥q

|𝑑𝑛p𝑥q|
: 𝑞p𝑥q “ 𝑥𝑛 ` ¨ ¨ ¨

*

. (2.3.12)

By rescaling the variables as 𝑥p𝑠q “ |Δ|p𝑠 ` 1q{2 ` 𝛼, we get from (2.3.11) that

lim
𝑛Ñ8

Ω𝑛pa, 𝑑𝑛qp4{|Δ|q2𝑛´𝑚𝑛

𝑚𝑛
ź

𝑖“1
𝜓p𝑠2𝑛,𝑖q “ |Δ|𝐺paq, (2.3.13)

where t𝑥p𝑠𝑛,𝑖qu
𝑚𝑛

𝑖“1 are the zeroes of 𝑑𝑛p𝑥q.
We will need the following auxiliary statement.

Lemma 2.3.5. If 𝐺p𝜏q ą 0, then 𝐺p𝜏𝑑q ą 0. That is, the dual measure 𝜏𝑑 is a Szegő measure when 𝜏 is a Szegő
measure.

Proof. It follows from Proposition 3.1.4 further below that 𝜏1
𝑑

p𝑥q exists almost everywhere on Δ𝜏 and

𝜏1
𝑑p𝑥q “ |p𝜏`p𝑥q|´2𝜏1p𝑥q ě

`

𝜋2𝜏1p𝑥q
˘´1

for a.e. 𝑥 P Δ𝜏 “ r𝛼𝜏 , 𝛽𝜏s. Thus, if we let 𝑤𝜏p𝑥q
def
“

a

p𝑥 ´ 𝛼𝜏qp𝛽𝜏 ´ 𝑥q, 𝑥 P Δ𝜏 , then it holds that

𝐺p𝜏𝑑q ě exp
"

1
𝜋

ż

log
ˆ

1
𝑤𝜏p𝑥q𝜏1p𝑥q

˙

𝑑𝑥

𝑤𝜏p𝑥q
`

1
𝜋

ż

log
ˆ

𝑤𝜏p𝑥q

𝜋2

˙

𝑑𝑥

𝑤𝜏p𝑥q

*

“ 𝐶𝜏 exp
"

1
𝜋

ż

log
ˆ

1
𝑤𝜏p𝑥q𝜏1p𝑥q

˙

𝑑𝑥

𝑤𝜏p𝑥q

*

ě
𝜋𝐶𝜏

ş

𝜏1p𝑥q𝑑𝑥
ą 0,

where we used Jensen’s inequality at the last step. �

Lemma 2.3.6. Assume that 𝜏 is a Szegő measure. Then, there exists a constant 𝐶 ®̀ ą 0 such that

𝐶´1
®̀ ď ℎp𝑛,𝑛`1q,2{ℎp𝑛,𝑛`1q,1 ď 𝐶 ®̀

for all 𝑛 P N.

Proof. Let ®𝑛 “ p𝑛, 𝑛 ` 1q and 𝑙, 𝐿 be as in (2.3.6). It follows from Corollary 1.4.5 and Lemma 1.4.3 that
𝑙ℎ®𝑛, 𝑗 ď |𝑃®𝑛p𝑥q𝑅®𝑛, 𝑗p𝑥q{𝑟 ®𝑛, 𝑗p𝑥q| ď 𝐿ℎ®𝑛, 𝑗 , 𝑥 P Δ𝜏 , (2.3.14)

(recall that ℎ®𝑛, 𝑗 ą 0 for such ®𝑛 by Corollary 1.4.4). We further get from Lemma 1.4.2 that
ż

𝑥𝑘𝑟 ®𝑛,2p𝑥q
𝑅®𝑛,2p𝑥q𝑑𝜏𝑑p𝑥q

𝑟 ®𝑛,2p𝑥q
“ 0

for 𝑘 ď 𝑛 ´ 1 and deg 𝑟 ®𝑛,2 “ 𝑛, where the measure 𝑅®𝑛,2p𝑥q𝑑𝜏𝑑p𝑥q{𝑟 ®𝑛,2p𝑥q is non-negative on Δ𝜏 , see (1.4.8).
Therefore,

ż

𝑥𝑛𝑅®𝑛,2p𝑥q𝑑𝜏𝑑p𝑥q “

ż

𝑟2
®𝑛,2p𝑥q

𝑅®𝑛,2p𝑥q𝑑𝜏𝑑p𝑥q

𝑟 ®𝑛,2p𝑥q
“ min

𝑞p𝑥q“𝑥𝑛`¨¨¨

ż

𝑞2p𝑥q
𝑅®𝑛,2p𝑥q𝑑𝜏𝑑p𝑥q

𝑟 ®𝑛,2p𝑥q
, (2.3.15)

where we used (2.3.5) for the last equality. One can readily check that

min
𝑞p𝑥q“𝑥𝑛`¨¨¨

ż

𝑞2p𝑥q𝑑𝜏1p𝑥q ď min
𝑞p𝑥q“𝑥𝑛`¨¨¨

ż

𝑞2p𝑥q𝑑𝜏2p𝑥q

if 𝜏1p𝐵q ď 𝜏2p𝐵q for all Borel sets 𝐵. Hence, it follows from (2.3.14) that

𝑙2ℎ®𝑛,2Ω𝑛p𝜏𝑑 , 𝑃
˚

®𝑛 q ď min
𝑞p𝑥q“𝑥𝑛`¨¨¨

ż

𝑞2p𝑥q
𝑅®𝑛,2p𝑥q𝑑𝜏𝑑p𝑥q

𝑟 ®𝑛,2p𝑥q
ď 𝐿2ℎ®𝑛,2Ω𝑛p𝜏𝑑 , 𝑃

˚

®𝑛 q,

where Ω𝑛p𝜏𝑑 , 𝑃
˚

®𝑛 q is defined via (2.3.12), 𝑃˚

®𝑛 p𝑥q “ 𝑃®𝑛p𝑥q{p𝑥 ´ 𝑥 ®𝑛,2𝑛`1q, and we denote the zeroes of 𝑃®𝑛p𝑥q by
𝑥 ®𝑛,1 ă . . . ă 𝑥 ®𝑛,2𝑛`1 (we stripped one zero from 𝑃®𝑛p𝑥q since deg 𝑃®𝑛 “ 2𝑛 ` 1 ą 2𝑛 “ 2 deg 𝑟 ®𝑛,2). Similarly, we
get that

𝑙ℎ®𝑛,1Ω𝑛`1p𝜏, 𝑃®𝑛q ď min
𝑞p𝑥q“𝑥𝑛`1`¨¨¨

ż

𝑞2p𝑥q
𝑅®𝑛,1p𝑥q𝑑𝜏p𝑥q

𝑟 ®𝑛,1p𝑥q
ď 𝐿ℎ®𝑛,1Ω𝑛`1p𝜏, 𝑃®𝑛q

(here, we do not need to strip zeroes from 𝑃®𝑛p𝑥q since deg 𝑃®𝑛 “ 2𝑛` 1 ă 2p𝑛` 1q “ 2 deg 𝑟 ®𝑛,1). Then, it follows
from the last claim of Lemma 1.4.2 (the equality of the integrals), (2.3.15), and a similar formula for 𝑅®𝑛,1p𝑥q that

1
}𝜏}

𝑙

𝐿2
Ω𝑛`1p𝜏, 𝑃®𝑛q

Ω𝑛p𝜏𝑑 , 𝑃
˚

®𝑛 q
ď

ℎ®𝑛,2
ℎ®𝑛,1

ď
1

}𝜏}

𝐿

𝑙2
Ω𝑛`1p𝜏, 𝑃®𝑛q

Ω𝑛p𝜏𝑑 , 𝑃
˚

®𝑛 q
. (2.3.16)
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By Lemma 2.3.5, we know that 𝜏𝑑 is a Szegő measure and we can apply formula (2.3.13) to control the ratios in
the left-hand and right-hand sides of (2.3.16). We get

𝐶Δ𝜏 ,Δ1

𝐺p𝜏q

𝐺p𝜏𝑑q
ď lim inf

𝑛Ñ8

Ω𝑛`1p𝜏, 𝑃®𝑛q

Ω𝑛p𝜏𝑑 , 𝑃
˚

®𝑛 q
ď lim sup

𝑛Ñ8

Ω𝑛`1p𝜏, 𝑃®𝑛q

Ω𝑛p𝜏𝑑 , 𝑃
˚

®𝑛 q
ď 𝐶1

Δ𝜏 ,Δ1

𝐺p𝜏q

𝐺p𝜏𝑑q
, (2.3.17)

where 𝐶Δ𝜏 ,Δ1 and 𝐶1
Δ𝜏 ,Δ1

depend only on the intervals Δ𝜏 and Δ1. The desired claim now follows from (2.3.16)
and (2.3.17). �

Lemma 2.3.7. Assume that 𝜏 is a Szegő measure. Then,

lim
𝑛Ñ8

ℎp𝑛,𝑛q,1{ℎp𝑛,𝑛q,2 “ 8.

Proof. Let ®𝑛 “ p𝑛, 𝑛q. Similarly to (2.3.15), it follows from Lemma 1.4.2, (1.4.8), and (2.3.5) that

ℎ®𝑛,2 “ ´

ż

𝑥𝑛𝑅®𝑛,1p𝑥q𝑑𝜏p𝑥q “ min
𝑞p𝑥q“𝑥𝑛`¨¨¨

ż

𝑞2p𝑥q
|𝑅®𝑛,1p𝑥q|𝑑𝜏p𝑥q

|𝑟 ®𝑛,1p𝑥q|
.

As in the previous lemma, we get from (2.3.14) that

0 ď
ℎ®𝑛,2
ℎ®𝑛,1

ď 𝐿 min
𝑞“𝑥𝑛`¨¨¨

ż

𝑞2p𝑥q
𝑑𝜏p𝑥q

|𝑃®𝑛p𝑥q|
“ 𝐿Ω𝑛p𝜏, 𝑃®𝑛q.

Again, as in the previous lemma, let 𝑥p𝑠q “ |Δ𝜏 |p𝑠 ` 1q ` 𝛼𝜏 , Δ𝜏 “ r𝛼𝜏 , 𝛽𝜏s. Then, we get from (2.3.13) that

lim
𝑛Ñ8

Ω𝑛p𝜏, 𝑃®𝑛q

2𝑛
ź

𝑖“1
𝜓p𝑠®𝑛,𝑖q “ |Δ𝜏 |𝐺p𝜏q,

where 𝑥 ®𝑛,𝑖 “ 𝑥p𝑠®𝑛,𝑖q, 𝑖 P t1, . . . , 2𝑛u, are the zeroes of 𝑃®𝑛p𝑥q. Since 𝑥𝑛,𝑖 ě 𝛼1 ą 𝛽𝜏 and therefore 𝜓p𝑠®𝑛,𝑖q ě

𝜓p𝑥´1p𝛼1qq ą 1, it holds that lim𝑛Ñ8 Ω𝑛p𝜏, 𝑃®𝑛q “ 0, which finishes the proof of the lemma. �

Lemma 2.3.8. Assume that `1 is a Szegő measure. Then, there exists a constant 𝐶 ®̀ ą 0 such that

𝐶´1
®̀ ď ℎp𝑛,𝑛`1q,1{ℎp𝑛,𝑛q,1 ď 𝐶 ®̀

holds for all 𝑛 P N.

Proof. As shown in Lemma 1.4.3, it holds that deg 𝑟 ®𝑛,1 “ 𝑛2 and

ℎ®𝑛,1 “

ż

𝑃2
®𝑛p𝑥q

𝑑`1p𝑥q

𝑟 ®𝑛,1p𝑥q
“ min

𝑞p𝑥q“𝑥| ®𝑛|`¨¨¨

ż

𝑞2p𝑥q
𝑑`1p𝑥q

𝑟 ®𝑛,1p𝑥q
“ Ω|®𝑛|p`1, 𝑟 ®𝑛,1q

when 𝑛2 ď 𝑛1 ` 1, where we also used property (2.3.5) and definition (2.3.12). Let 𝑥p𝑠q “ |Δ1|p𝑠 ` 1q{2 ` 𝛼1,
where Δ1 “ r𝛼1, 𝛽1s. Then, it follows from (2.3.13) that

lim
𝑛Ñ8

Ω2𝑛p`1, 𝑟p𝑛,𝑛q,1q
`

4{|Δ1|
˘3𝑛

𝑛
ź

𝑖“1
|𝜓p𝑠p𝑛,𝑛q,𝑖q| “ |Δ1|𝐺p`1q,

where 𝑥 ®𝑛,𝑖 “ 𝑥p𝑠®𝑛,𝑖q, 𝑖 P t1, . . . , 𝑛u, are the zeroes of 𝑟 ®𝑛,1p𝑥q, and

lim
𝑛Ñ8

Ω2𝑛`1p`1, 𝑟p𝑛,𝑛`1q,1qp4{|Δ1|
˘3𝑛`1

𝑛`1
ź

𝑖“1
|𝜓p𝑠p𝑛,𝑛`1q,𝑖q| “ |Δ1|𝐺p`1q.

Recall that according to Lemma 2.3.3, the zeroes of 𝑟 ®𝑛,1p𝑥q and 𝑟 ®𝑛`®𝑒𝑙 ,1p𝑥q interlace as long as both ®𝑛 and ®𝑛 ` ®𝑒𝑙
belong to the set t𝑛2 ď 𝑛1 ` 1u. Thus,

|𝜓p𝑥´1p𝛼𝜏qq|´1
𝑛`1
ź

𝑖“1
|𝜓p𝑠p𝑛,𝑛`1q,𝑖q| ď

𝑛
ź

𝑖“1
|𝜓p𝑠p𝑛,𝑛q,𝑖q| ď |𝜓p𝑥´1p𝛽𝜏qq|´1

𝑛`1
ź

𝑖“1
|𝜓p𝑠p𝑛,𝑛`1q,𝑖q|,

where, as before, we write Δ𝜏 “ r𝛼𝜏 , 𝛽𝜏s ă Δ1. Therefore, by combining the previous estimates, we get that

𝐶´1
®̀ ď lim inf

𝑛Ñ8

ℎp𝑛,𝑛`1q,1

ℎp𝑛,𝑛q,1
ď lim sup

𝑛Ñ8

ℎp𝑛,𝑛`1q,1

ℎp𝑛,𝑛q,1
ď 𝐶 ®̀

which yields the desired claim. �
23



Proof of Theorem 2.3.1. The proofs of the claims in (2.3.2) are contained in Lemmas 2.3.2 and 2.3.4. It further
follows from (1.4.9) that

𝑎p𝑛,𝑛`1q,2 “
ℎp𝑛,𝑛`1q,2

ℎp𝑛,𝑛q,2
“

ˆ

ℎp𝑛,𝑛`1q,2

ℎp𝑛,𝑛`1q,1

˙

¨

ˆ

ℎp𝑛,𝑛q,1

ℎp𝑛,𝑛q,2

˙

¨

ˆ

ℎp𝑛,𝑛`1q,1

ℎp𝑛,𝑛q,1

˙

.

Thus, the second claim of (2.3.3) is a consequence of Lemmas 2.3.6–2.3.8. The first claim of (2.3.3) now follows
from the considerations laid out right after (2.3.8). �

Part 3. Jacobi matrices of Angelesco systems

In this part, we consider Angelesco systems [4]. These are systems ®̀ “ p`1, `2q that satisfy

Δ1 X Δ2 “ ∅, Δ𝑖
def
“ chpsupp `𝑖q “ r𝛼𝑖 , 𝛽𝑖s, (3.0.1)

where, as before, chp¨q stands for the convex hull of a set. Without loss of generality, we assume that Δ1 ă Δ2
(recall that we write 𝐸1 ă 𝐸2 if two sets 𝐸1 and 𝐸2 satisfy sup 𝐸1 ă inf 𝐸2). Note that Δ1, Δ2 is a system of two
closed intervals separated by an open one. It will be convenient to use notation

`‹ def
“ `1 ` `2. (3.0.2)

It is known, see [9, Appendix A], that Angelesco systems satisfy not only (0.0.18) and (2.1.1), but also (1.1.8).
In particular, Jacobi matrices J ®̂ of such systems are bounded and self-adjoint. It is also known that 𝑙p𝑧q P ℓ2pVq

for |𝑧| ą 𝑅 and some 𝑅 ą 0, see [9, Proposition 4.2]. The function 𝐿 ®𝑛p𝑧q has no zeroes outside Δ1 YΔ2 (see, e.g.,
Lemma 3.6.4) for any ®𝑛. Therefore, (2.2.6) holds everywhere in 𝜎pJ ®̂q Y supp `1 Y supp `2 as 𝜎pJ ®̂q Ă R.

3.1. Poisson integrals

Our primary working tool in studying spectral properties of J ®̂ are the Green’s functions 𝐺p𝑌, 𝑋; 𝑧q, whose
boundary behavior we investigate via formula (2.2.7). To ease referencing while doing so, we gather some
well-known properties of functions harmonic in C`, the upper half-plane, in this section.

Proposition 3.1.1. Let 𝑣p𝑧q be a function harmonic in C` and such that

sup
𝑦ą0

ż

R
|𝑣p𝑥 ` i𝑦q|𝑝𝑑𝑥 ă 8 (3.1.1)

for some 𝑝 ě 1. Then, there exists a finite (generally signed) measure ` on R such that

𝑣p𝑥 ` i𝑦q “

ż

R
𝑃𝑧p𝑡q𝑑`p𝑡q, 𝑃𝑧p𝑡q

def
“

1
𝜋

Im
ˆ

1
𝑡 ´ 𝑧

˙

, 𝑧 “ 𝑥 ` 𝑖𝑦 , (3.1.2)

where 𝑃𝑧p𝑡q is known as the Poisson kernel. The measure ` is constructed as

𝑣p𝑥 ` i𝑦q𝑑𝑡
˚

Ñ 𝑑`p𝑥q as 𝑦 Ñ 0`, (3.1.3)

where ˚
Ñ denotes the weak˚ convergence of measures. The limit

`1p𝑥q “ lim
𝑦Ñ0`

𝑣p𝑥 ` i𝑦q (3.1.4)

exists for Lebesgue almost all 𝑥 on the real line (the limit in (3.1.4) can be taken in non-tangential sense) and
𝑑`p𝑥q “ `1p𝑥q𝑑𝑥 ` 𝑑`singp𝑥q, (3.1.5)

where `sing is singular to Lebesgue measure. For each 𝑝 ą 1, (3.1.1) holds if and only if `sing ” 0 and `1 P 𝐿 𝑝p𝑑𝑥q.

Proof. This proposition is a combination of Theorem I.3.1, I.3.5, and I.5.3 of [26]. �

Hereafter we use the following convention: for a closed interval Δ, we let Δ˝ be the corresponding open interval.
We denote by DCp𝐼q the set of Dini-continuous functions on 𝐼 P tΔ,Δ˝u (see, e.g., p.105 in [26]).

Proposition 3.1.2. Let 𝑣p𝑧q “ Im 𝑓 p𝑧q for some function 𝑓 p𝑧q analytic in C` which satisfies
lim

𝑦Ñ`8
𝑓 p𝑖𝑦q “ 0. (3.1.6)

(1) If 𝑣p𝑧q satisfies (3.1.1) for some 𝑝 ą 1, then so does 𝑓 p𝑧q.
(2) Suppose 𝑣p𝑧q satisfies (3.1.1) with 𝑝 “ 1, the measure `, defined in (3.1.3), is absolutely continuous on

some open, possibly unbounded, interval 𝐼, and `1 P DCp𝐼q, then 𝑓 p𝑧q extends continuously to 𝐼 from C`.

Proof. Given condition (3.1.6), we can write 𝑓 “ ´r𝑣 ` 𝑖𝑣, where r𝑣 is the harmonic conjugate of 𝑣. Now, the
proof follows by applying a combination of Theorem III.2.3 and Corollary III.1.4 in [26]. �
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The following result provides an integral representation of functions that are harmonic and positive in C`.

Proposition 3.1.3. A function 𝑢p𝑧q is positive harmonic in C` if and only if

𝑢p𝑥 ` i𝑦q “ 𝑏𝑦 `

ż

R
𝑃𝑧p𝑡q𝑑`p𝑡q, (3.1.7)

where 𝑏 ě 0 and ` is a positive measure satisfying
ş

Rp1 ` 𝑥2q´1𝑑`p𝑥q ă 8. Given such 𝑢p𝑧q, the measure ` can
be obtained via (3.1.3).

Proof. These claims are contained in [26, Theorem I.3.5]. �

The function𝑚p𝑧q belongs to HN, the Herglotz-Nevanlinna class, if it is holomorphic inC` and has non-negative
imaginary part there. Such functions allow the following unique integral representation [26]

𝑚p𝑧q “
1
𝜋

ż

R

ˆ

1
𝑥 ´ 𝑧

´
𝑥

𝑥2 ` 1

˙

𝑑`p𝑥q ` 𝑏𝑧 ` �̃�, 𝑧 P C`, (3.1.8)

where �̃� P R, and 𝑏, ` are as in (3.1.7). If 𝑚p𝑧q has a holomorphic continuation to a punctured neighborhood of
infinity (where its has a simple pole), the measure ` is compactly supported and the above representation becomes

𝑚p𝑧q “ ´𝜋´1
p̀p𝑧q ` 𝑏𝑧 ` 𝑎, 𝑧 P C`, (3.1.9)

where 𝑏 ě 0, 𝑎 P R, and p̀p𝑧q is the Markov function of `, see (0.0.15). Notice that

Im𝑚p𝑧q “ 𝑏𝑦 `

ż

R
𝑃𝑧p𝑡q𝑑`p𝑡q.

Motivated by (3.1.3), we shall set

Im𝑚` def
“ ` . (3.1.10)

We will be particularly interested in reciprocals p̀

´1 of Markov functions p̀. It follows straight from the
definition that p̀´1 P HN. Since ` is positive and has compact support, there exist a compactly supported positive
measure 𝜐 and a real number 𝑎 such that

p̀

´1p𝑧q “ 𝑎 ` }`}´1𝑧 ´ p𝜐p𝑧q. (3.1.11)

We called the measure 𝜐 dual to `, see (1.4.4). Let DC0pΔq Ă DCpΔq be the subset of functions that vanish at the
endpoints of a closed interval Δ.

Proposition 3.1.4. Let ` be compactly supported non-negative measure and `sing denote its singular part. It holds
that

(1) The traces p̀˘p𝑥q
def
“ lim𝑦Ñ0˘ p̀p𝑥 ` i𝑦q exist and are finite almost everywhere on the real line.

(2) `1p𝑥q “ ´𝜋´1 Im
`

p̀`p𝑥q
˘

almost everywhere on the real line.

(3) `pt𝐸uq “ lim𝑦Ñ0` i𝑦 p̀p𝐸 ` i𝑦q and supp `sing Ď
 

𝑥 : ´ lim𝑦Ñ0` Im
`

p̀p𝑥 ` i𝑦q
˘

“ 8
(

.

(4) If supp ` “ Δ, ` is absolutely continuous, and `1 P DC0pΔq, then p̀p𝑧q extends continuously to R from
C` and from C´. Moreover, p̀`p𝑥q “ p̀´p𝑥q.

(5) If, in addition to assumptions in (4), we have `1p𝑥q ą 0 for 𝑥 P Δ˝, then p̀˘p𝑥q ‰ 0, 𝑥 P R.

Proof. (1) This claim follows from [26, Theorem I.5.3, Lemma III.1.1, and Theorem III.2.1].
(2) The claim is a restatement of (3.1.4).
(3) These statements can be found in [37, Proposition 1] and [39, Proposition 2.3.12].
(4) This claim follows from Proposition 3.1.2(2) since `1 P DCp𝐼q for any open interval 𝐼 containing Δ.
(5) Since Im

`

p̀`p𝑥q
˘

“ ´𝜋`1p𝑥q by claim (2), it is non-vanishing on Δ˝. Moreover, Re
`

p̀`p𝑥q
˘

“ p̀p𝑥q for
𝑥 R Δ˝ and therefore is monotonically decreasing there while also equal to zero at infinity. Thus, it is necessarily
non-vanishing for 𝑥 R Δ˝. �
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3.2. Reference measures

As we mentioned before, formula (2.2.7) is central to our analysis and therefore we need to study the functions
𝐿 ®𝑛p𝑧q. Below, we shall often refer to the auxiliary lemmas proven in Section 3.6.

Lemma 3.2.1. Assume that the measure `𝑘 is supported on Δ𝑘 and is absolutely continuous with `1
𝑘

P DC0pΔ𝑘q

and `1
𝑘
p𝑥q ą 0 for 𝑥 P Δ˝

𝑘
, 𝑘 P t1, 2u. Then, given ®𝑛 P N2, the function 𝐿 ®𝑛p𝑧q extends continuously to the real line

from C` and, in particular, the function |𝐿 ®𝑛p𝑥q| is well-defined, continuous, and non-vanishing on the whole real
line.

Proof. It follows from (0.0.16) and Proposition 3.1.2(2) that 𝐿 ®𝑛p𝑧q extends continuously to the real line from
the upper and lower half-planes. Actually, as 𝐿 ®𝑛`p𝑥q and 𝐿 ®𝑛´p𝑥q are complex-conjugates of each other, |𝐿 ®𝑛p𝑥q|

is well-defied and continuous on all of C. It follows from Lemma 3.6.4(3) that it is non-vanishing outside of
Δ˝

1 Y Δ˝
2 . We further get from Proposition 3.1.4(2-4) that Im 𝐿 ®𝑛`p𝑥q “ ´𝜋𝐴

p𝑘q

®𝑛 p𝑥q`1
𝑘
p𝑥q on Δ𝑘 . Thus, |𝐿 ®𝑛p𝑥q| is

non-vanishing outside of zeroes of 𝐴p𝑘q

®𝑛 p𝑥q. However, we show in Lemma 3.6.4(4) that Re 𝐿 ®𝑛`p𝐸q ‰ 0 for each
such zero 𝐸 . �

In the case of systems ®̀ satisfying conditions of Lemma 3.2.1 we can introduce “reference measures” as

|𝐿 ®𝑛p𝑥q|´2𝑑`‹p𝑥q, (3.2.1)

where `‹ was defined in (3.0.2). When ®̀ is no longer smooth, we use the general theory of Herglotz-Nevalinna
functions to introduce them. We start with a few definitions. Given b P p𝛽1, 𝛼2q, define 𝐷 ®𝑛, b p𝑧q by

𝐷 ®𝑛, b p𝑧q
def
“ p´1q𝑛2p𝑧 ´ bq𝐴

p1q

®𝑛 p𝑧q𝐴
p2q

®𝑛 p𝑧q (3.2.2)

and non-negative function 𝑆 ®𝑛, b p𝑥q by

𝑆 ®𝑛, b p𝑥q
def
“ |𝑥 ´ b|´1

´

𝜒Δ1p𝑥q |𝐴
p2q

®𝑛 p𝑥q|´1 ` 𝜒Δ2p𝑥q |𝐴
p1q

®𝑛 p𝑥q|´1
¯

.

Let 𝐸 ®𝑛 be the set of zeroes of 𝐴p1q

®𝑛 p𝑧q𝐴
p2q

®𝑛 p𝑧q. For each 𝐸 P 𝐸 ®𝑛, we define an auxiliary measure a®𝑛,𝐸 by

𝑑a®𝑛,𝐸p𝑥q
def
“

𝐷 ®𝑛, b p𝑥q𝐴
p1q

®𝑛 p𝑥q

p𝑥 ´ 𝐸q2 𝑑`1p𝑥q `
𝐷 ®𝑛, b p𝑥q𝐴

p2q

®𝑛 p𝑥q

p𝑥 ´ 𝐸q2 𝑑`2p𝑥q . (3.2.3)

This is a well-defined measure on Δ1 Y Δ2 since each 𝐸 P Δ𝑘 is a double zero of the respective numerator. In
Lemma 3.6.4(2), we prove that a®𝑛,𝐸p𝑥q is in fact positive provided that b P p𝛽1, 𝛼2q. Recall that HN stands for the
Herglotz-Nevanlinna class.

Proposition 3.2.2. Given ®𝑛 P N2, it holds that p𝐷 ®𝑛, b 𝐿 ®𝑛q´1 P HN for any b P p𝛽1, 𝛼2q. There exists a non-negative
measure 𝜔®𝑛 (the reference measure) supported on Δ1 Y Δ2 such that

1
𝐷 ®𝑛, b p𝑧q𝐿 ®𝑛p𝑧q

“

ż

R

𝑆 ®𝑛, b p𝑥q𝑑𝜔®𝑛p𝑥q

𝑥 ´ 𝑧
`

ÿ

𝐸 : 𝐷 ®𝑛,b p𝐸q“0

Z®𝑛, b p𝐸q

𝐸 ´ 𝑧
` 𝑎 ®𝑛, b ` 𝑏 ®𝑛, b 𝑧, 𝑧 P C` , (3.2.4)

where 𝑎 ®𝑛, b P R, 𝑏 ®𝑛, b ą 0 and the numbers Z®𝑛, b p𝐸q
def
“ ´p𝐷1

®𝑛, b p𝐸q𝐿 ®𝑛`p𝐸qq´1 are well-defined and positive for
every zero 𝐸 of 𝐷 ®𝑛, b p𝑥q (in fact, Z®𝑛, b p𝐸q “ }a®𝑛,𝐸} ´ a®𝑛,𝐸pt𝐸uq for each 𝐸 P 𝐸 ®𝑛). Measure 𝜔®𝑛 has no atoms at
the zeroes of 𝐷 ®𝑛, b p𝑧q. Moreover, if ®̀ satisfies the conditions of Lemma 3.2.1, then 𝑑𝜔®𝑛p𝑥q is equal to (3.2.1).

Proof. It is shown in Lemma 3.6.4(2) that the linear form 𝐷 ®𝑛, b p𝑥q𝑄 ®𝑛p𝑥q is, in fact, a non-negative measure on
Δ1 Y Δ2 for any b P p𝛽1, 𝛼2q, and, according to Lemma 3.6.4(1), the Markov function of this measure is equal
to 𝐷 ®𝑛, b p𝑧q𝐿 ®𝑛p𝑧q. Therefore, p𝐷 ®𝑛, b 𝐿 ®𝑛q´1 P HN and we get from (3.1.11) that there exist constants 𝑏 ®𝑛, b ą 0,
𝑎 ®𝑛, b P R, and a non-negative measure 𝜐®𝑛, b such that

`

𝐷 ®𝑛, b p𝑧q𝐿 ®𝑛p𝑧q
˘´1

´ 𝑎 ®𝑛, b ´ 𝑏 ®𝑛, b 𝑧 “ ´𝜋´1
p𝜐®𝑛, b p𝑧q. (3.2.5)

The measure 𝜐®𝑛, b has a point mass at b since 𝐷 ®𝑛, b p𝑧q𝐿 ®𝑛p𝑧q is holomorphic around b and has a simple zero there.
The mass at b can be computed via Proposition 3.1.4(3), where one needs to observe that 𝐷1

®𝑛, b pbq𝐿 ®𝑛pbq ă 0
because Markov functions have negative derivatives on the real line away from the support of the defining measure.
If 𝐸 P 𝐸 ®𝑛, it follows from Proposition 3.1.4(3) and Lemma 3.6.4(4) that

𝜐®𝑛, b pt𝐸uq “ ´𝜋 lim
𝑦Ñ0`

´

𝑖𝑦p𝐷 ®𝑛, b p𝐸 ` i𝑦q𝐿 ®𝑛p𝐸 ` i𝑦qq´1
¯

“ ´𝜋p𝐷1

®𝑛, b p𝐸q𝐿 ®𝑛`p𝐸qq´1 “ 𝜋p}a®𝑛,𝐸} ´ a®𝑛,𝐸pt𝐸uqq´1 ą 0. (3.2.6)
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Hence, the reference measure 𝜔®𝑛 introduced in the proposition is equal to

𝑑𝜔®𝑛p𝑥q “ 𝜋´1𝑆´1
®𝑛, b p𝑥q𝑑𝜐®𝑛, b p𝑥q ´

ÿ

𝐸 : 𝐷 ®𝑛pb ;𝐸q“0
𝑆´1
®𝑛, b p𝐸qZ®𝑛, b p𝐸q𝑑𝛿𝐸p𝑥q

and it has no atoms at the zeroes of 𝐷 ®𝑛pb; 𝑥q. To show that 𝜔®𝑛 is indeed independent of b, let us derive an
explicit expression for it when ®̀ satisfies the condition of Lemma 3.2.1. We know from Lemma 3.6.4(1,2) and
Proposition 3.1.4(2-4) that

Imp𝐿 ®𝑛`p𝑥qq “ ´𝜋

´

𝜒Δ1p𝑥q𝐴
p1q

®𝑛 p𝑥q`1
1p𝑥q ` 𝜒Δ2p𝑥q𝐴

p2q

®𝑛 p𝑥q`1
2p𝑥q

¯

. (3.2.7)

It further follows from Lemma 3.2.1 that |𝐿 ®𝑛p𝑥q| is continuous and non-vanishing on the real line. Therefore, for
any 𝑥 R 𝐸 ®𝑛 we get that

´ 𝜋´1 Impp𝜐®𝑛, b`p𝑥qq “ ´|𝐿 ®𝑛p𝑥q|´2𝐷´1
®𝑛, b p𝑥q Imp𝐿 ®𝑛`p𝑥qq ă 8. (3.2.8)

Thus, Proposition 3.1.4(3) yields that the support of the singular part of 𝜐®𝑛, b is a subset of the zeroes of 𝐷 ®𝑛, b p𝑧q

(actually, is equal to it by what precedes). Hence, in this case 𝜔®𝑛 is an absolutely continuous measure and it follows
from Proposition 3.1.4(2) that

𝑑𝜔®𝑛p𝑥q “ 𝜋´1𝑆´1
®𝑛, b p𝑥q𝜐1

®𝑛, b p𝑥q𝑑𝑥 “ ´𝜋´2𝑆´1
®𝑛, b p𝑥q Im

`

p𝜐®𝑛, b`p𝑥q
˘

𝑑𝑥 “ |𝐿 ®𝑛p𝑥q|´2𝑑`‹p𝑥q

as claimed, where we used (3.2.2), (3.2.7), (3.2.8), and Lemma 3.6.4(2) to get the last equality.
Let ®̀ be any Angelesco system and t ®̀𝑚u be a sequence of Angelesco systems satisfying conditions of

Lemma 3.2.1 and such that `𝑚,𝑙
˚

Ñ `𝑙 as 𝑚 Ñ 8, 𝑙 P t1, 2u. Since the moments of `𝑚,𝑙 converge to the
corresponding moments of `𝑙 , MOPs with respect to ®̀𝑚 converge uniformly on compact subsets of C to the
corresponding MOPs with respect to ®̀. Thus, linear forms (0.0.12) with respect to ®̀𝑚 converge in the weak˚

topology to the corresponding linear form with respect to ®̀. Therefore, their functions of the second kind (0.0.14)
converge uniformly on closed subsets of CzpΔ1 Y Δ2q to the respective function of the second kind with respect
to ®̀. Since compactly supported measures on the real line are uniquely determined by their moments and those
moments are the Laurent coefficients at infinity of the respective Markov function, it also holds that the measures
(3.2.3) and (3.2.5) defined with respect to ®̀𝑚 converge in the weak˚ topology to a®𝑛,𝐸 and 𝜐®𝑛, b , respectively.
Notice that if 𝐸 P 𝐸𝑛 and `‹ has no atom at 𝐸 , it holds that 𝜐®𝑛, b pt𝐸uq “ 𝜋}a®𝑛,𝐸}´1 by (3.2.6). In particular, this
is the case for each ®̀𝑚. Thus, the weak˚ limit of the reference measures corresponding to ®̀𝑚, which is obviously
independent of b, is equal to

𝜋´1𝑆´1
®𝑛, b p𝑥q𝑑𝜐®𝑛, b p𝑥q ´

ÿ

𝐸 : 𝐷 ®𝑛pb ;𝐸q“0

𝑆´1
®𝑛, b p𝐸q

}a®𝑛,𝐸}
𝑑𝛿𝐸p𝑥q “ 𝑑𝜔®𝑛p𝑥q `

ÿ

𝐸P𝐸®𝑛

𝑆´1
®𝑛, b p𝐸q a®𝑛,𝐸pt𝐸uq

}a®𝑛,𝐸}p}a®𝑛,𝐸} ´ a®𝑛,𝐸pt𝐸uqq
𝑑𝛿𝐸p𝑥q.

(3.2.9)
Fix 𝐸 P 𝐸 ®𝑛. Let 𝑘 P t1, 2u be such that 𝐸 P Δ𝑘 . Recall the definition of 𝑆 ®𝑛,𝑙,𝑘p𝑥q in (3.6.7) further below. We get
from the very definition of a®𝑛,𝐸 in (3.2.3), (3.2.6), and Lemmas 3.6.2 and 3.6.4(5) that

𝑆´1
®𝑛, b p𝐸q a®𝑛,𝐸pt𝐸uq

}a®𝑛,𝐸}p}a®𝑛,𝐸} ´ a®𝑛,𝐸pt𝐸uqq
“

𝑆´1
®𝑛, b p𝐸q 𝐴

p𝑘q

®𝑛`®𝑒𝑙
p𝐸q

𝐷1

®𝑛, b p𝐸q𝑆 ®𝑛,𝑙,𝑘p𝐸q

𝐷1

®𝑛, b p𝐸qp𝐴
p𝑘q

®𝑛 q1p𝐸q

𝐷1

®𝑛, b p𝐸q𝐿 ®𝑛`p𝐸q
`𝑘pt𝐸uq “

𝑄 ®𝑛`®𝑒𝑙 pt𝐸uq

𝑆 ®𝑛,𝑙,𝑘p𝐸q𝐿 ®𝑛`p𝐸q
.

(3.2.10)
As the above expression is independent of b, so is the measure 𝜔®𝑛. �

3.3. Green’s functions

In this section, we study functions 𝐺p𝑌, 𝑋; 𝑧q using equation (2.2.7). The Spectral Theorem applied to the
self-adjoint operator Jr𝑋s gives

𝐺p𝑌, 𝑋; 𝑧q “ xpJr𝑋s ´ 𝑧q´1𝛿p𝑋q, 𝛿p𝑌 qy “

ż

𝑑x𝑃r𝑋s,_𝛿
p𝑋q, 𝛿p𝑌 qy

_ ´ 𝑧
,

where t𝑃r𝑋s,_u is the family of orthoprojectors associated with Jr𝑋s. The function 𝐹p_q “ x𝑃r𝑋s,_𝛿
p𝑋q, 𝛿p𝑌 qy has

bounded variation and can be written as a difference of two non-decreasing functions. Therefore, 𝐺p𝑌, 𝑋; 𝑧q is a
difference of two HN functions and the nontangential boundary values 𝐺p𝑌, 𝑋; 𝑥q˘ are defined a.e. on R.

Let Tr𝑋s be the subtree with the root at 𝑋 and 𝜌r𝑋s “ x𝑃r𝑋s,_𝛿
p𝑋q, 𝛿p𝑋qy be the spectral measure of 𝛿p𝑋q

restricted to Tr𝑋s, see (0.0.2), where we also write 𝜌𝑂 for 𝜌r𝑂s (we use square brackets to emphasize that 𝜌r𝑋s is a
spectral measure of 𝛿p𝑋q with respect to a subtree and not the whole tree). Then

𝐺p𝑋, 𝑋; 𝑧q “ ´p𝜌r𝑋sp𝑧q and therefore Im𝐺p𝑋, 𝑋q` “ 𝜋𝜌r𝑋s. (3.3.1)
27



Statements (3.3.1) and (2.2.7) provide a non-trivial application of the operator theory to the theory of orthogonal
polynomials. They say that the ratio of Markov functions of two “consecutive” linear forms 𝑄 ®𝑛`®𝑒𝑙 p𝑥q and 𝑄 ®𝑛p𝑥q

is also a Markov function! Below, we shall verify it in a different way by providing “explicit” expressions for 𝜌r𝑋s

and more generally Im𝐺p𝑌, 𝑋; 𝑥q`. Again, we often refer to the auxiliary lemmas proven in Section 3.6.

3.3.1. Function 𝐿 ®𝜘p𝑧q. By (2.2.7), 𝐺p𝑂,𝑂; 𝑧q “ ´𝐿®1p𝑧q{𝐿 ®𝜘p𝑧q. While the behavior of the numerator 𝐿®1p𝑧q

for smooth measures is described by Lemma 3.2.1, we have not yet addressed the behavior of 𝐿 ®𝜘p𝑧q. Recall that
®𝜘 “ p𝜘1, 𝜘2q “ p^2, ^1q, the function 𝐿 ®𝜘p𝑧q was defined in (2.2.2), and

𝐿 ®𝜘p𝑧q “ ^2𝐿 ®𝑒1p𝑧q ` ^1𝐿 ®𝑒2p𝑧q “
`

𝜘1}`1}´1˘
p̀1p𝑧q `

`

𝜘2}`2}´1˘
p̀2p𝑧q. (3.3.2)

Lemma 3.3.1. The set 𝐸 ®𝜘
def
“ t𝐸 : 𝐿 ®𝜘p𝐸q “ 0, 𝐸 P RzpΔ1 Y Δ2qu is either empty or has exactly one element

in it. It is empty when ®𝜘 “ ®𝑒𝑖 , 𝑖 P t1, 2u. If 𝐸 P 𝐸 ®𝜘 exists, it is necessarily a simple zero of 𝐿 ®𝜘p𝑥q. If ®̀
satisfies the assumptions of Lemma 3.2.1, then 𝐿 ®𝜘p𝑧q extends continuously from C` to R and the function |𝐿 ®𝜘p𝑥q|

is well-defined, continuous and non-vanishing on R except for a possible single zero that belongs to RzpΔ˝
1 Y Δ˝

2q.

Proof of Lemma 3.3.1. The function 𝐿 ®𝜘p𝑧q “
ř2

𝑖“1 𝜘𝑖p𝜎𝑖p𝑧q, 𝜎𝑖 “ }`𝑖}
´1`𝑖 , is analytic in CzpΔ1 Y Δ2q and we

are looking for its zeroes on the real line away from the intervals Δ1,Δ2. Observe that the equation 𝐿 ®𝜘p𝑥q “ 0 has
no solutions on the set of interest when ®𝜘 “ ®𝑒𝑖 , 𝑖 P t1, 2u, since in this case it is a Markov function and Markov
functions have no zeroes in the finite plane away from the convex hull of the support of the defining measure.
When 𝜘𝑖 ą 0, 𝑖 P t1, 2u, we have that 𝐿 ®𝜘p𝑥q ą 0 for 𝑥 P p𝛽2,8q and 𝐿 ®𝜘p𝑥q ă 0 for 𝑥 P p´8, 𝛼1q as one can see
from (3.3.2). Since both functions 𝜘𝑖p𝜎𝑖p𝑥q are decreasing in the gap p𝛽1, 𝛼2q, but one of them is negative and one
is positive, there can be at most one solution there. When 𝜘1𝜘2 ă 0, there cannot be any solutions in p𝛽1, 𝛼2q. To
show that there is at most one solution in p´8, 𝛼1q Y p𝛽2,8q in this case, notice that the original equation can
be rewritten as ´pp𝜎1{p𝜎2qp𝑥q “ 𝜘2{𝜘1. The ratio ´pp𝜎1{p𝜎2qp𝑧q is a Markov function of a measure supported on
Δ1 Y Δ2. Indeed, it follows from (3.1.3) that

Impp𝜎1{p𝜎2qp𝑥 ` i𝑦q𝑑𝑥
˚

Ñ p𝜎´1
2 p𝑥q𝑑

`

Im p𝜎1
˘`

p𝑥q ` p𝜎1p𝑥q𝑑
`

Im p𝜎´1
2

˘`
p𝑥q, (3.3.3)

which is indeed a positive measure supported on Δ1 Y Δ2 since p𝜎2p𝑥q ă 0, 𝑥 P Δ1, and p𝜎1p𝑥q ą 0, 𝑥 P Δ2.
Markov functions are monotonically decreasing on the real line away from the support and are positive/negative
to the right/left of the convex hull of the support of the defining measure. Thus, any equation of the form
pp𝜎1{p𝜎2qp𝑥q “ 𝜏 ‰ 0 can have at most two solution away from Δ1 Y Δ2, one in the gap and one outside the gap,
which proves the desired conclusion.

Continuity of |𝐿 ®𝜘p𝑥q| when ®̀ satisfies condition of Lemma 3.2.1 can be shown exactly as in the proof of that
lemma. Since Im 𝐿 ®𝜘˘p𝑥q “ ¯𝜋𝜘𝑘𝜎

1
𝑘
p𝑥q on Δ𝑘 by Proposition 3.1.4(2-4), it vanishes at the endpoints of the

intervals Δ1,Δ2. Hence, the traces 𝐿 ®𝜘˘p𝑥q are real at those points and the considerations of the previous paragraph
can be extended from open intervals to closed ones. Since Im 𝐿 ®𝜘˘p𝑥q does not vanish on Δ˝

1 YΔ˝
2 , there cannot be

any other zeroes. �

Notice that for Dini-continuous measures, |𝐿 ®𝜘p𝑥q| can vanish at some endpoint of the intervals Δ1,Δ2.

3.3.2. Green’s functions at 𝑂. We already know from the Spectral Theory that 𝐺p𝑂,𝑂; 𝑧q P HN. However, we
can see it directly. Recall that 𝜎𝑖 “ }`𝑖}

´1`𝑖 and define

Ξ ®̀
def
“

ż

R
𝑡𝑑𝜎2p𝑡q ´

ż

R
𝑡𝑑𝜎1p𝑡q . (3.3.4)

We have Ξ ®̀ ą 0 since it is a difference of the centers of mass of probability measures supported on disjoint
intervals with supp 𝜎1 ă supp 𝜎2. Assuming that 𝜘1 ‰ 0 (the case 𝜘2 ‰ 0 can be treated absolutely analogously),
we have that

Ξ ®̀ 𝐺p𝑂,𝑂; 𝑧q “ ´Ξ ®̀
𝐿®1p𝑧q

𝐿 ®𝜘p𝑧q
“ ´

p𝜎2p𝑧q ´ p𝜎1p𝑧q

𝜘2p𝜎2p𝑧q ` 𝜘1p𝜎1p𝑧q
“

1
𝜘1

´
1

𝜘1𝜘2 ` 𝜘2
1pp𝜎1{p𝜎2qp𝑧q

, (3.3.5)

where we used 𝜘1 ` 𝜘2 “ 1, (3.3.2), and Lemma 3.6.1. Since 𝜘2
1,Ξ ®̀ ą 0, 𝐺p𝑂,𝑂; ¨q P HN if and only if

pp𝜎1{p𝜎2q P HN. The claim pp𝜎1{p𝜎2q P HN has been shown in the proof of Lemma 3.3.1 above, see (3.3.3).
Let 𝑆𝑂p𝑥q be a positive function on Δ1 Y Δ2 given by

𝑆𝑂p𝑥q
def
“

`

Ξ ®̀}`1}}`2}
˘´1

p p̀1p𝑥q𝜒Δ2p𝑥q ´ p̀2p𝑥q𝜒Δ1p𝑥qq . (3.3.6)

This function will be used to obtain a convenient formula for the generalized eigenfunction Ψ, introduced in the
following proposition (for the general theory of eigenfunction expansions, check [14]).
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Proposition 3.3.2. Let 𝐸 ®𝜘 be as in Lemma 3.3.1. We have that supp 𝜌𝑂 Ď Δ1 Y Δ2 Y 𝐸 ®𝜘 and

𝑑 Im𝐺p𝑌,𝑂q`p𝑥q “ 𝜋Ψ𝑌 p𝑂; 𝑥q𝑑𝜌𝑂p𝑥q, (3.3.7)

where Ψp𝑂; 𝐸q “ 𝑙p𝐸q{𝐿®1p𝐸q for 𝐸 P 𝐸 ®𝜘,

Ψp𝑂; 𝑥q “ 𝑆´1
𝑂

p𝑥q

ˆ

Λp0qp𝑥q
𝜘𝑘

}`𝑘}
´ p´1q𝑘 p̀3´𝑘p𝑥q

ˆ

Λp2qp𝑥q
𝜘1

}`1}
´ Λp1qp𝑥q

𝜘2

}`2}

˙˙

(3.3.8)

for 𝑥 P Δ𝑘 , 𝑘 P t1, 2u, and otherwise Ψp𝑂; 𝑥q “ 0. Furthermore, it holds that

J ®̂Ψp𝑂; 𝑥q “ 𝑥Ψp𝑂; 𝑥q and 𝛿
p𝑂q

𝑌
“

ż

Ψ𝑌 p𝑂; 𝑥q𝑑𝜌𝑂p𝑥q. (3.3.9)

If ®̀ satisfies conditions of Lemma 3.2.1 and

p`1
𝑘p𝑥qq´1 P 𝐿 𝑝pΔ𝑘q (3.3.10)

for some 𝑝 ą 1 and each 𝑘 P t1, 2u, then

𝑑𝜌𝑂p𝑥q “ 𝑆𝑂p𝑥q|𝐿 ®𝜘p𝑥q|´2𝑑`‹p𝑥q `
ÿ

𝐸P𝐸®𝜘

p𝐿®1{𝐿1

®𝜘qp𝐸q𝑑𝛿𝐸p𝑥q. (3.3.11)

Remark. Assumption (3.3.10) is a non-essential technical condition which we use solely to simplify the discussion
of the behavior of 𝜌𝑂 around a zero of |𝐿 ®𝜘p𝑥q| when the latter happens to be an endpoint of either Δ1 or Δ2.

Proof. The first claim follows from (3.3.5) and the definition of 𝐸 ®𝜘 in Lemma 3.3.1. Assume first that ®̀ satisfies
conditions of Lemma 3.2.1 with the additional integrability assumption (3.3.10). We get from Lemma 3.3.1
that |𝐿 ®𝜘p𝑥q| is continuous on the real line with at most one zero, say 𝐸 , that belongs to RzpΔ˝

1 Y Δ˝
2q. Since

´𝐺p𝑂,𝑂; 𝑧q is a Markov function by (3.3.5) and the explanation right after, it follows from Lemma 3.2.1 and
Proposition 3.1.4(2,3) that 𝜌𝑂 is an absolutely continuous measure except for a possible mass point at 𝐸 . When
𝐸 is not an endpoint of Δ1 or Δ2, we get from Proposition 3.1.4(3) that 𝜌𝑂 indeed has a mass point at 𝐸 of mass
p𝐿®1{𝐿1

®𝜘qp𝐸q. If 𝐸 is an endpoint of either Δ1 or Δ2, we deduce from Proposition 3.1.4(3) and Lemma 3.6.5 further
below that 𝐸 is not a mass point (this is exactly where the 𝐿 𝑝-integrability is used). Hence, it only remains to
compute the absolutely continuous part of 𝜌𝑂, that is, 𝜋´1 Im

`

𝐺p𝑂,𝑂; 𝑥q`

˘

, see again Proposition 3.1.4(2). To
this end, it holds that

𝐺p𝑂,𝑂; 𝑥q` “ p´1q𝑘
p𝜎3´𝑘p𝑥q

Ξ ®̀

𝜘3´𝑘p𝜎3´𝑘p𝑥q ` 𝜘𝑘p𝜎𝑘´p𝑥q

|𝐿 ®𝜘p𝑥q|2
´ p´1q𝑘

p𝜎𝑘`p𝑥q

Ξ ®̀

𝜘3´𝑘p𝜎3´𝑘p𝑥q ` 𝜘𝑘p𝜎𝑘´p𝑥q

|𝐿 ®𝜘p𝑥q|2

for 𝑥 P Δ𝑘 , 𝑘 P t1, 2u, where again 𝜎𝑘 “ }`𝑘}´1`𝑘 are the normalized measures. By taking the imaginary part
of both sides and using p𝜎𝑘´p𝑥q “ p𝜎𝑘`p𝑥q and 𝜘1 ` 𝜘2 “ 1, we get that

Im
`

𝐺p𝑂,𝑂; 𝑥q`

˘

“
p´1q𝑘

Ξ ®̀

𝜘𝑘p𝜎3´𝑘p𝑥q Im
`

p𝜎𝑘´p𝑥q
˘

´ 𝜘3´𝑘p𝜎3´𝑘p𝑥q Im
`

p𝜎𝑘`p𝑥q
˘

|𝐿 ®𝜘p𝑥q|2

“
p´1q𝑘

Ξ ®̀

p𝜎3´𝑘p𝑥q Im
`

p𝜎𝑘´p𝑥q
˘

|𝐿 ®𝜘p𝑥q|2
“ 𝜋

p´1q𝑘 p̀3´𝑘p𝑥q

Ξ ®̀}`1}}`2}

`1
𝑘
p𝑥q

|𝐿 ®𝜘p𝑥q|2
“ 𝜋

𝑆𝑂p𝑥q`1
𝑘
p𝑥q

|𝐿 ®𝜘p𝑥q|2

for 𝑥 P Δ𝑘 by the very definition (3.3.6), which finishes the proof of (3.3.11).
Let us still assume that ®̀ satisfies condition of Lemma 3.2.1 with the additional integrability assumption (3.3.10).

Set 𝑔𝑌 p𝑧q to be𝐺p𝑌,𝑂; 𝑧q when 𝐸 ®𝜘 “ ∅ or 𝐸 P 𝐸 ®𝜘 is an endpoint ofΔ1 orΔ2 and otherwise set it to be𝐺p𝑌,𝑂; 𝑧q´

p𝐿𝑌 {𝐿 ®𝜘qp𝐸qp𝐸 ´ 𝑧q´1. Then, ´𝑔𝑂p𝑧q is a Markov function of an absolutely continuous measure with an 𝐿 𝑝-
density for some 𝑝 ą 1 by Lemma 3.6.5. It follows from the last claim of Proposition 3.1.1 and Proposition 3.1.2(1)
that both real and imaginary parts of 𝑔𝑂p𝑧q satisfy (3.1.1) with this 𝑝. Since 𝑔𝑌 p𝑧q “ 𝑚𝑌 p𝐿𝑌 {𝐿𝑂qp𝑧q𝑔𝑂p𝑧q and
p𝐿𝑌 {𝐿𝑂qp𝑧q extends continuously to the real line from the upper half-plane by Lemma 3.2.1, the imaginary part
of 𝑔𝑌 p𝑧q satisfies (3.1.1) with the same 𝑝 as well. Thus, it follows from the last claim of Proposition 3.1.1 that
Im 𝑔𝑌 p𝑧q is a Poisson integral of an absolutely continuous measure whose density is equal to Imp𝑔𝑌`p𝑥qq. Now,
we get from (2.2.2), (0.0.16), and (2.2.7) that

𝐺p𝑌,𝑂; 𝑧q “ |𝐿 ®𝜘p𝑧q|´2
´

Λ
p0q

𝑌
p𝑧q ´ Λ

p1q

𝑌
p𝑧q p̀1p𝑧q ´ Λ

p2q

𝑌
p𝑧q p̀2p𝑧q

¯´

`

𝜘1}`1}´1˘
p̀1p𝑧q `

`

𝜘2}`2}´1˘
p̀2p𝑧q

¯

.

Since Imp p̀𝑘`p𝑥qq “ ´𝜋`1
𝑘
p𝑥q by Proposition 3.1.4(2-4), it holds that

Im
`

𝑔𝑌`p𝑥q
˘

“ 𝜋`1
𝑘p𝑥q|𝐿 ®𝜘p𝑥q|´2

ˆ

Λ
p0q

𝑌
p𝑥q

𝜘𝑘

}`𝑘}
´ p´1q𝑘 p̀3´𝑘p𝑥q

ˆ

Λp2qp𝑥q
𝜘1

}`1}
´ Λp1qp𝑥q

𝜘2

}`2}

˙˙

for 𝑥 P Δ𝑘 . That clearly yields (3.3.7) and (3.3.8) in the considered case.
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If the system ®̀ does not satisfy the assumptions of Lemma 3.2.1 with the additional integrability assumption,
approximate ®̀ in the weak˚ topology by a sequence t ®̀𝑚u of measures that do satisfy them as it was done in the
proof of Proposition 3.2.2. The explanation given there shows that the spectral measures and measures generated
by Green’s functions corresponding to ®̀𝑚 will converge in the weak˚ sense to 𝜌𝑂 and Im𝐺p𝑌,𝑂q` corresponding
to ®̀, respectively. This convergence will clearly preserve (3.3.7) and (3.3.8).

The first algebraic identity of (3.3.9) is a direct consequence of the first two claims of Proposition 2.2.3. To
prove the second identity, notice that

𝐺p𝑌,𝑂; 𝑧q “

ż

R

Ψ𝑌 p𝑂; 𝑥q𝑑𝜌𝑂p𝑥q

𝑥 ´ 𝑧

by (3.1.2) and (3.1.3). Now, since Ψ𝑌 p𝑂; 𝑥q𝑑𝜌𝑂p𝑥q has finite total variation, the above formula, the Fubini-Tonelli
Theorem, and the Cauchy integral formula give that

ż

R
Ψ𝑌 p𝑂; 𝑥q𝑑𝜌𝑂p𝑥q “

1
2𝜋i

ż

Γ

𝐺p𝑌,𝑂; 𝑧q𝑑𝑧 “
1

2𝜋i

¿

Γ

´

pJ ®̂ ´ 𝑧q´1𝛿p𝑂q
¯

𝑌
𝑑𝑧 “ 𝛿

p𝑂q

𝑌
,

where Γ encircles 𝜎pJ ®̂q YΔ1 YΔ2 Y 𝐸 ®𝜘 in the positive direction, the second identity is just definition (2.2.7), and
the last one is a part of the Spectral theorem for self-adjoint operators. �

3.3.3. Green’s functions at 𝑋 ‰ 𝑂. Recall definition (2.2.9) of the commutator of two functions with respect to
a given vertex as well as definitions of functions Λp𝑘qp𝑥q in (2.2.8). Given 𝑋 ‰ 𝑂, set

rΨp𝑋; 𝑥q
def
“ 𝑚𝑋p𝑝q

𝑚𝑋

2
ÿ

𝑘“1

´

“

Λp𝑘qp𝑥q,Λp0qp𝑥q
‰p𝑋p𝑝qq

`
“

Λp3´𝑘qp𝑥q,Λp𝑘qp𝑥q
‰p𝑋p𝑝qq

p̀3´𝑘p𝑥q

¯

𝜒Δ𝑘
p𝑥q

to be a function on V that depends of a parameter 𝑥 P Δ1 Y Δ2. Clearly, each rΨ𝑌 p𝑋; 𝑥q extends analytically from
each interval Δ𝑘 .

Lemma 3.3.3. Given 𝑋 P V, 𝑋 ‰ 𝑂, it holds that 𝑆𝑋 p𝑥q
def
“ rΨ𝑋 p𝑋; 𝑥q ą 0 and it is continuous for 𝑥 P Δ1 Y Δ2.

We prove Lemma 3.3.3 further below in Section 3.6.1. Recall Proposition 3.2.2 and that in our notation the
symbol Jr𝑋s stands for the restriction of J ®̂ to Tr𝑋s. If 𝐸 P R and 𝑋 P V, we denote the mass of the form 𝑄Πp𝑋q at
a point 𝐸 by 𝑄𝑋 pt𝐸uq, i.e.,

𝑄𝑋 pt𝐸uq
def
“ 𝐴

p1q

Πp𝑋q
p𝐸q`1pt𝐸uq ` 𝐴

p2q

Πp𝑋q
p𝐸q`2pt𝐸uq .

In the next result, we explain how the spectral measure 𝜌r𝑋s from (3.3.1) is related to the reference measure at
the vertex 𝑋p𝑝q. We also introduce Ψp𝑋; 𝑥q, a function on Vr𝑋s that is a generalized eigenfunction of the operator
Jr𝑋s.

Proposition 3.3.4. Let 𝑋 ‰ 𝑂 and 𝐸𝑌 be the set of zeroes of the polynomial Λp1q

𝑌
p𝑥qΛ

p2q

𝑌
p𝑥q. It holds that

𝑑𝜌r𝑋sp𝑥q “ 𝑆𝑋 p𝑥q𝑑𝜔𝑋p𝑝q
p𝑥q `

ÿ

𝐸P𝐸𝑋p𝑝q

𝑄𝑋 pt𝐸uq𝐿´1
𝑋p𝑝q`

p𝐸q 𝑑𝛿𝐸p𝑥q, (3.3.12)

where the numbers 𝑄𝑋 pt𝐸uq𝐿´1
𝑋p𝑝q`

p𝐸q ě 0 are well-defined and non-negative for each 𝐸 P 𝐸𝑋p𝑝q
. Moreover, it

holds that
𝑑 Im𝐺p𝑌, 𝑋q`p𝑥q “ 𝜋Ψ𝑌 p𝑋; 𝑥q𝑑𝜌r𝑋sp𝑥q, (3.3.13)

for every 𝑌 P Vr𝑋s, where Ψp𝑋; 𝑥q “ 𝑆´1
𝑋

p𝑥qrΨp𝑋; 𝑥q. Furthermore, it holds that

Jr𝑋sΨp𝑋; 𝑥q “ 𝑥Ψp𝑋; 𝑥q and 𝛿
p𝑋q

𝑌
“

ż

Ψ𝑌 p𝑋; 𝑥q𝑑𝜌r𝑋sp𝑥q. (3.3.14)

Remark. It follows directly from its definition that Ψ satisfies a normalization Ψ𝑋 p𝑋; 𝑥q “ 1.

Proof. Assume first that ®̀ satisfies conditions of Lemma 3.2.1. Recall that the traces p̀𝑘˘p𝑥q are continuous on
the real line and are complex conjugates of each other, see Proposition 3.1.2(2). It follows from (2.2.7) and (0.0.16)
that

Imp𝐺p𝑌, 𝑋; 𝑧qq “ ´𝑚𝑋𝑚𝑋p𝑝q
|𝐿𝑋p𝑝q

p𝑧q|´2 Im
´´

Λ
p1q

𝑌
p𝑧q p̀1p𝑧q ` Λ

p2q

𝑌
p𝑧q p̀2p𝑧q ´ Λ

p0q

𝑌
p𝑧q

¯

ˆ

´

Λ
p1q

𝑋p𝑝q
p𝑧q p̀1p𝑧q ` Λ

p2q

𝑋p𝑝q
p𝑧q p̀2p𝑧q ´ Λ

p0q

𝑋p𝑝q
p𝑧q

¯

˙

.
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Since the first kind MOPs have real coefficients, a straightforward algebraic computation and Lemma 3.2.1 imply
that Imp𝐺p𝑌, 𝑋; 𝑧qq has continuous traces on the real line and

Imp𝐺p𝑌, 𝑋; 𝑥q`q “ ´rΨ𝑌 p𝑋; 𝑥q|𝐿𝑋p𝑝q
p𝑥q|´2 Im

`

p̀𝑘`p𝑥q
˘

, 𝑥 P Δ𝑘 , 𝑘 P t1, 2u. (3.3.15)

In particular, we get from Proposition 3.1.4(2-4), Lemmas 3.2.1 and 3.3.3 that Imp𝐺p𝑋, 𝑋; 𝑧qq extends continuously
to the real line where it has a continuous and non-negative trace. Thus, it follows from the maximum principle
for harmonic functions that Imp𝐺p𝑋, 𝑋; ¨qq P HN, the fact already known to us from the general Spectral Theory.
Since ´𝐺p𝑋, 𝑋; 𝑧q is holomorphic at infinity, it is indeed a Markov function. Formula (3.3.12) now follows
from Propositions 3.1.4(2,3) and 3.2.2 since 𝑄𝑋 pt𝐸uq “ 0 for any 𝐸 by absolute continuity of `‹. Since
𝜌r𝑋s is absolutely continuous with continuous density, we get from the last claim of Proposition 3.1.1 and
Proposition 3.1.2(1) that both real and imaginary parts of 𝐺p𝑋, 𝑋; 𝑧q satisfy (3.1.1) for any 𝑝 ą 1. Since
𝐺p𝑌, 𝑋; 𝑧q “ 𝑚𝑌 p𝐿𝑌 {𝐿𝑋 qp𝑧q𝐺p𝑋, 𝑋; 𝑧q and p𝐿𝑌 {𝐿𝑋 qp𝑧q extends continuously to the real line by Lemma 3.2.1,
the imaginary part of 𝐺p𝑌, 𝑋; 𝑧q also satisfies (3.1.1) for any 𝑝 ą 1. Thus, Imp𝐺p𝑌, 𝑋; 𝑧qq is a Poisson integral of
an absolutely continuous measure with density given by Imp𝐺p𝑌, 𝑋; 𝑥q`q, which, together with (3.3.15), proves
(3.3.13) in the considered case.

If the system ®̀ does not satisfy assumptions of Lemma 3.2.1, approximate ®̀ in the weak˚ topology by systems
®̀𝑚 that do satisfy these assumptions as it was done in the proof of Proposition 3.2.2. The explanation given there
shows that the spectral measures corresponding to ®̀𝑚 converge in the weak˚ sense to 𝜌r𝑋s, the spectral measure
corresponding to ®̀. On the other hand, the right-hand sides of (3.3.12) corresponding to ®̀𝑚 will converge weak˚ to
𝑆𝑋 p𝑥q times the measure in (3.2.9). Formula (3.3.12) now follows from (3.2.10) and the identity 𝑆𝑋 p𝑥q “ 𝑆 ®𝑛,𝑙,𝑘p𝑥q

for 𝑥 P Δ𝑘 , which holds by the definition of 𝑆 ®𝑛,𝑙,𝑘p𝑥q in (3.6.7), where ®𝑛 “ Πp𝑋p𝑝qq and 𝑙 “ ]𝑋 . As Im𝐺p𝑌, 𝑋q`

is the weak˚ limit of the corresponding measures with respect to ®̀𝑚, the validity of (3.3.13) follows as well.
The first algebraic identity of (3.3.14) is a direct consequence of the third claim of Proposition 2.2.3. The

second one can be justified exactly as in Proposition 3.3.2. �

3.4. Cyclic subspaces

In this section we derive an orthogonal decomposition of ℓ2pVq into a direct sum of cyclic subspaces of J ®̂.

3.4.1. Trivial cyclic subspaces. Let 𝑋 P V and 𝛼p𝑥q be a polynomial. formulae (3.3.9) and (3.3.14) immediately
allow us to conclude that

𝛼pJr𝑋sq𝛿
p𝑋q “

ż

𝛼pJr𝑋sqΨp𝑋; 𝑥q𝑑𝜌r𝑋sp𝑥q “

ż

𝛼p𝑥qΨp𝑋; 𝑥q𝑑𝜌r𝑋sp𝑥q
def
“ p𝛼 P ℓ2pVr𝑋sq, (3.4.1)

where the last conclusion trivially holds as 𝛼pJr𝑋sq𝛿
p𝑋q is compactly supported in this case. Of course, (3.4.1) can

be further extended to continuous functions on Δ1 Y Δ2 using the Spectral Theorem. Namely, let t𝑃r𝑋s,_u be the
orthogonal spectral decomposition for Jr𝑋s. Then, it holds that

𝛼pJr𝑋sq𝛿
p𝑋q def

“

ˆ
ż

𝛼p_q𝑑𝑃r𝑋s,_

˙

𝛿p𝑋q P ℓ2pVr𝑋sq.

In fact, we can say more. Let ℭp𝑋q

r𝑋s
be the cyclic subspace of ℓ2pVr𝑋sq generated by 𝛿p𝑋q, that is,

ℭ
p𝑋q

r𝑋s

def
“ span

!

J𝑛
r𝑋s

𝛿p𝑋q : 𝑛 P Z`

)

“
 

𝛼pJr𝑋sq𝛿
p𝑋q : 𝛼 is a polynomial

(

.

The next result is an analog of Proposition 0.0.2, where Ψ plays the role of orthogonal polynomials.

Proposition 3.4.1. Fix 𝑋 P V. The map

𝛼p𝑥q ÞÑ p𝛼 “
 

p𝛼𝑌
(

𝑌PVr𝑋s
, p𝛼𝑌

def
“

ż

𝛼p𝑥qΨ𝑌 p𝑋; 𝑥q𝑑𝜌r𝑋sp𝑥q, (3.4.2)

is a unitary map from 𝐿2p𝜌r𝑋sq onto ℭ
p𝑋q

r𝑋s
. In particular, it holds that

}𝛼}2
𝐿2p𝜌r𝑋sq

“ }p𝛼}2
ℓ2pVr𝑋sq

and ℭ
p𝑋q

r𝑋s
“
 

p𝛼 : 𝛼 P 𝐿2p𝜌r𝑋sq
(

. (3.4.3)

Thus, the formula

𝛼pJr𝑋sq𝛿
p𝑋q def

“ p𝛼 “

ż

𝛼p𝑥qΨp𝑋; 𝑥q𝑑𝜌r𝑋sp𝑥q (3.4.4)

extends the definition of 𝛼pJr𝑋sq𝛿
p𝑋q from continuous functions 𝛼p𝑥q to those in 𝐿2p𝜌r𝑋sq. We also have that

𝑥𝛼p𝑥q ÞÑ Jr𝑋sp𝛼, 𝛼 P 𝐿2p𝜌r𝑋sq. (3.4.5)
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Proof. The following argument is standard and we reproduce it solely for completeness. Let 𝛼p𝑥q be a continuous
function on Δ1 Y Δ2. It follows from the Spectral Theorem that

}𝛼pJr𝑋sq𝛿
p𝑋q}2

ℓ2pVr𝑋sq
“

@

𝛼pJr𝑋sq𝛿
p𝑋q, 𝛼pJr𝑋sq𝛿

p𝑋q
D

“
@

|𝛼pJr𝑋sq|2𝛿p𝑋q, 𝛿p𝑋q
D

“

ż

|𝛼p_q|2𝑑x𝑃r𝑋s,_𝛿
p𝑋q, 𝛿p𝑋qy “

ż

|𝛼p𝑥q|2𝑑𝜌r𝑋sp𝑥q “ }𝛼}2
𝐿2p𝜌r𝑋sq

(3.4.6)

since 𝜌r𝑋s is the spectral measure for 𝛿p𝑋q in ℓ2pVr𝑋sq. Take any 𝛼 P 𝐿2p𝜌r𝑋sq and approximate it in 𝐿2p𝜌r𝑋sq by a
sequence

 

𝛼p𝑛q
(

of polynomials. Recall that each 𝛼p𝑛qpJr𝑋sq is compactly supported and therefore is in ℓ2pVr𝑋sq.
Because Ψ𝑌 p𝑋; 𝑥q is continuous on Δ1 Y Δ2, it holds that p𝛼𝑌 “ lim𝑛Ñ8 p𝛼

p𝑛q

𝑌
for every 𝑌 . Thus,

ÿ

|Πp𝑌 q|ă𝑁

|p𝛼𝑌 |2 ď

ż

|𝛼|2𝑑𝜌r𝑋s for any 𝑁 P N ñ }p𝛼}2
ℓ2pVr𝑋sq

ď

ż

|𝛼|2𝑑𝜌r𝑋s

and therefore
 

p𝛼 : 𝛼 P 𝐿2p𝜌r𝑋sq
(

Ď ℭ
p𝑋q

r𝑋s
. Furthermore, let Φ P ℭ

p𝑋q

r𝑋s
and p𝛼p𝑛q Ñ Φ as 𝑛 Ñ 8 in ℓ2pVr𝑋sq

for some sequence
 

𝛼p𝑛q
(

of polynomials. By (3.4.6), we have sup𝑛 }𝛼p𝑛q}𝐿2p𝜌r𝑋sq ă 8 and, according to the
Banach-Alaoglu theorem, there exists 𝜑 P 𝐿2p𝜌r𝑋sq such that 𝛼p𝑛𝑘q Ñ 𝜑 weakly in 𝐿2p𝜌r𝑋sq as 𝑘 Ñ 8. Therefore,
evaluating at each 𝑌 P V, we get

p𝜑𝑌 “

ż

𝜑p𝑥qΨ𝑌 p𝑋; 𝑥q𝑑𝜌r𝑋sp𝑥q Ð

ż

𝛼p𝑛𝑘qp𝑥qΨ𝑌 p𝑋; 𝑥q𝑑𝜌r𝑋sp𝑥q “ p𝛼
p𝑛𝑘q

𝑌
Ñ Φ𝑌

as 𝑘 Ñ 8. Hence,
 

p𝛼 : 𝛼 P 𝐿2p𝜌r𝑋sq
(

“ ℭ
p𝑋q

r𝑋s
. That is, the map 𝛼 ÞÑ p𝛼 is onto as well as isometric on the dense

subset so it is isometric everywhere. Thus, the considered map 𝛼 ÞÑ p𝛼 is actually unitary, which finishes the proof
of (3.4.3). Finally, one can readily see that

Jr𝑋sp𝛼 “ Jr𝑋s

ż

Ψp𝑋; 𝑥q𝛼p𝑥q𝑑𝜌r𝑋sp𝑥q “

ż

Jr𝑋sΨp𝑋; 𝑥q𝛼p𝑥q𝑑𝜌r𝑋sp𝑥q “

ż

𝑥Ψp𝑋; 𝑥q𝛼p𝑥q𝑑𝜌r𝑋sp𝑥q

by (3.3.14), which shows (3.4.5). �

3.4.2. Non-trivial cyclic subspaces. Fix 𝑋 P V and let 𝑋𝑖 “ 𝑋p𝑐ℎq,𝑖 , 𝑖 P t1, 2u. Put

r𝜌𝑋
def
“ 𝜔𝑋 `

ÿ

𝐸P𝐸𝑋

`‹pt𝐸uq𝛿𝐸 , (3.4.7)

where 𝜔𝑋 is the reference measure from Proposition 3.2.2, 𝐸𝑋 is the set of zeroes of Λp1q

𝑋
p𝑥qΛ

p2q

𝑋
p𝑥q, and `‹ is the

measure from (3.0.2). It readily follows from (3.3.12) that

𝑑𝜌r𝑋𝑖sp𝑥q “ a𝑋𝑖
p𝑥q𝑑r𝜌𝑋 p𝑥q, (3.4.8)

where a𝑋𝑖
p𝑥q “ 𝑆𝑋𝑖

p𝑥q for 𝑥 P pΔ1 YΔ2qz𝐸𝑋 and a𝑋𝑖
p𝐸q “ 𝐴

p𝑘q

𝑋𝑖
p𝐸q𝐿´1

𝑋`
p𝐸q for 𝐸 P 𝐸𝑋 XΔ𝑘 . Most importantly

for us there exists 𝑐𝑋 ą 1 such that

𝑐´1
𝑋

ď a𝑋𝑖
p𝑥q ď 𝑐𝑋 , 𝑥 P Δ1 Y Δ2, (3.4.9)

according to Lemmas 3.3.3 and 3.6.3 (it is also continuous on pΔ1 Y Δ2qz𝐸𝑋 ). Let Ψp𝑋𝑖; 𝑥q be the generalized
eigenfunction from Proposition 3.3.4. Recall that 𝑊𝑋𝑖

ą 0. Let

pΨ𝑌 p𝑋; 𝑥q
def
“ p´1q𝑖𝑊

´1{2
𝑋𝑖

Ψ𝑌 p𝑋𝑖; 𝑥q, 𝑌 P Vr𝑋𝑖s, and pΨ𝑌 p𝑋; 𝑥q
def
“ 0, otherwise. (3.4.10)

We stress that pΨp𝑋; 𝑥q is a function on V that is supported by Vr𝑋s with value zero at 𝑋 itself. Define

pℭp𝑋q def
“

"
ż

𝛼p𝑥qpΨp𝑋; 𝑥q𝑑r𝜌𝑋 p𝑥q : 𝛼 P 𝐿2pr𝜌𝑋 q

*

. (3.4.11)

Let 𝜒𝑖 be the restriction operator that sends 𝑓 P pℭp𝑋q to its restriction to Vr𝑋𝑖s, 𝑖 P t1, 2u. Given 𝑓 P pℭp𝑋q, let
𝛼 P 𝐿2pr𝜌𝑋 q be the corresponding function in (3.4.11). Set

𝛼𝑖p𝑥q :“ p´1q𝑖𝑊
´1{2
𝑋𝑖

a´1
𝑋𝑖

p𝑥q𝛼p𝑥q. (3.4.12)

It follows from (3.4.9) that 𝛼𝑖 P 𝐿2pr𝜌r𝑋𝑖sq. Moreover, it holds that 𝜒𝑖 𝑓 “ p𝛼𝑖 P ℭ
p𝑋𝑖q

r𝑋𝑖s
, see (3.4.2). It is clear from

(3.4.9) and (3.4.12) that different functions 𝛼p𝑥q define different functions 𝛼𝑖p𝑥q, that is, 𝜒𝑖 : pℭp𝑋q Ñ ℭ
p𝑋𝑖q

r𝑋𝑖s
is an

injection. Conversely, given 𝛼𝑖 P 𝐿2pr𝜌r𝑋𝑖sq, define 𝛼 via (3.4.12). It again follows from (3.4.9) that 𝛼 P 𝐿2pr𝜌𝑋 q
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and that 𝜒𝑖 𝑓 “ p𝛼𝑖 , where 𝑓 is the element of pℭp𝑋q corresponding to 𝛼. Hence, 𝜒𝑖 : pℭp𝑋q Ñ ℭ
p𝑋𝑖q

r𝑋𝑖s
is a bijection,

and the composition 𝜒2 ˝ 𝜒´1
1 is a bijection between ℭ

p𝑋1q

r𝑋1s
and ℭ

p𝑋2q

r𝑋2s
. Altogether, we can say that

𝑓 P pℭp𝑋q ô supp 𝑓 Ď Vr𝑋1s Y Vr𝑋2s, 𝑓𝑖 P ℭ
p𝑋𝑖q

r𝑋𝑖s
, 𝑖 P t1, 2u, and 𝜒´1

1 𝑓1 “ 𝜒´1
2 𝑓2, (3.4.13)

where 𝑓𝑖 is the restriction of 𝑓 to Vr𝑋𝑖s.

Proposition 3.4.2. Fix 𝑋 P V. The function pΨp𝑋; 𝑥q is a generalized eigenfunction of J ®̂, that is, it holds that

J ®̂pΨp𝑋; 𝑥q “ 𝑥pΨp𝑋; 𝑥q. (3.4.14)

Moreover, let the function 𝑔
p𝑋q

𝑖
P pℭp𝑋q be given by

𝑔
p𝑋q

𝑖

def
“

ż

𝜛p𝑋𝑖; 𝑥qpΨp𝑋; 𝑥q𝑑r𝜌𝑋 p𝑥q, 𝜛p𝑋𝑖; 𝑥q
def
“ p´1q𝑖𝑊

1{2
𝑋𝑖

a𝑋𝑖
p𝑥q. (3.4.15)

Then, it holds that 𝜒𝑖𝑔
p𝑋q

𝑖
“ 𝜒𝑖𝛿

p𝑋𝑖q, 𝑖 P t1, 2u, and

pℭp𝑋q “ span
!

J𝑛®̂𝑔
p𝑋q

𝑖
: 𝑛 P Z`

)

. (3.4.16)

That is, each 𝑔
p𝑋q

𝑖
is a generator of the cyclic subspace pℭp𝑋q. In particular, the formula

𝛼pJ ®̂q𝑔
p𝑋q

𝑖

def
“

ż

𝛼p𝑥q𝜛p𝑋𝑖; 𝑥qpΨp𝑋; 𝑥q𝑑r𝜌𝑋 p𝑥q (3.4.17)

extends the definition of 𝛼pJ ®̂q𝑔
p𝑋q

𝑖
from continuous functions 𝛼p𝑥q to those in 𝐿2pr𝜌𝑋 q. Furthermore, it holds that

𝑑𝜌𝑋,𝑖p𝑥q “

2
ÿ

𝑘“1

𝑊𝑋𝑖

𝑊𝑋𝑘

a2
𝑋𝑖

p𝑥q

a𝑋𝑘
p𝑥q

𝑑r𝜌𝑋 p𝑥q, (3.4.18)

where 𝜌𝑋,𝑖 “ 𝜌
𝑔

p𝑋q

𝑖

is the spectral measure of 𝑔p𝑋q

𝑖
with respect to the operator J ®̂.

Proof. If 𝑌 R Vr𝑋s, it clearly holds that pJ ®̂pΨp𝑋; 𝑥qq𝑌 “ 0 “ 𝑥pΨ𝑌 p𝑋; 𝑥q. Further, we get straight from (3.4.10)
that

pJ ®̂pΨp𝑋; 𝑥qq𝑋 “ 𝑊
1{2
𝑋1

pΨ𝑋1p𝑋; 𝑥q ` 𝑊
1{2
𝑋2

pΨ𝑋2p𝑋; 𝑥q “ ´Ψ𝑋1p𝑋1; 𝑥q ` Ψ𝑋2p𝑋2; 𝑥q “ 0 “ 𝑥pΨ𝑋 p𝑋; 𝑥q

since Ψ𝑋𝑖
p𝑋𝑖; 𝑥q “ 1 according to their definition, see remark after Proposition 3.3.4. Moreover, if 𝑌 P V𝑋𝑖

, then
we get from (3.4.10) and (3.3.14) that

pJ ®̂pΨp𝑋; 𝑥qq𝑌 “ p´1q𝑖𝑊
´1{2
𝑋𝑖

pJr𝑋𝑖sΨp𝑋𝑖; 𝑥qq𝑌 “ p´1q𝑖𝑊
´1{2
𝑋𝑖

𝑥Ψ𝑌 p𝑋𝑖; 𝑥q “ 𝑥pΨ𝑌 p𝑋; 𝑥q,

which proves (3.4.14). Further, it holds that 𝜒𝑖𝑔
p𝑋q

𝑖
“ 𝜒𝑖𝛿

p𝑋𝑖q since
`

𝑔
p𝑋q

𝑖

˘

𝑌
“ p´1q𝑖𝑊

´1{2
𝑋𝑖

ż

𝜛p𝑋𝑖; 𝑥qΨ𝑌 p𝑋𝑖; 𝑥q𝑑r𝜌𝑋 p𝑥q “

ż

Ψ𝑌 p𝑋𝑖; 𝑥q𝑑𝜌r𝑋𝑖sp𝑥q “ 𝛿
p𝑋𝑖q

𝑌
, 𝑌 P Vr𝑋𝑖s,

where we used (3.4.10), (3.4.8), and (3.3.14). Now, according to (3.4.13), to prove (3.4.16) it is enough to show
that the closure of the span of 𝜒𝑖J

𝑛
®̂𝑔

p𝑋q

𝑖
is equal to ℭ

p𝑋𝑖q

r𝑋𝑖s
. As 𝜒𝑖 and J ®̂ commute by (3.4.11) and (3.4.14) (or,

put differently, 𝜒𝑖J𝑛®̂𝑔
p𝑋q

𝑖
“ J𝑛

r𝑋𝑖s
p𝜒𝑖𝛿

p𝑋𝑖qq q the latter claim follows. Formula (3.4.17) can be obtained through
approximation by polynomials exactly as an analogous formula of Proposition 3.4.1 was obtained. Finally, to get
(3.4.18), observe that

A

pJ ®̂ ´ 𝑧q´1𝑔
p𝑋q

𝑖
, 𝑔

p𝑋q

𝑖

E

“

2
ÿ

𝑘“1

1
𝑊𝑘

B
ż

𝜛p𝑋𝑖; 𝑥q

𝑥 ´ 𝑧
Ψp𝑋𝑘 ; 𝑥q𝑑r𝜌𝑋 p𝑥q,

ż

𝜛p𝑋𝑖; 𝑥qΨp𝑋𝑘 ; 𝑥q𝑑r𝜌𝑋 p𝑥q

F

“

2
ÿ

𝑘“1

𝑊𝑖

𝑊𝑘

B
ż

a𝑋𝑖
p𝑥q

p𝑥 ´ 𝑧qa𝑋𝑘
p𝑥q

Ψp𝑋𝑘 ; 𝑥q𝑑𝜌r𝑋𝑘 sp𝑥q,

ż

a𝑋𝑖
p𝑥q

a𝑋𝑘
p𝑥q

Ψp𝑋𝑘 ; 𝑥q𝑑𝜌r𝑋𝑘 sp𝑥q

F

,

where we used (3.4.8) and (3.4.17). Now it follows from (0.0.2), (3.3.14), (3.4.4), and (3.4.8) that
ż

𝑑𝜌𝑋,𝑖p𝑥q

𝑥 ´ 𝑧
“

2
ÿ

𝑘“1

𝑊𝑖

𝑊𝑘

ż

a2
𝑋𝑖

p𝑥q

a𝑋𝑘
p𝑥q

𝑑r𝜌𝑋 p𝑥q

𝑥 ´ 𝑧
.

Since Markov functions are uniquely determined by their defining measures, (3.4.18) follows. �
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3.4.3. Decomposition into an orthogonal sum of cyclic subspaces. In this subsection, we will prove a theorem
that, in the view of Theorem 0.0.1, constitutes the central result of this paper.

Theorem 3.4.3. The Hilbert space ℓ2pVq decomposes into an orthogonal sum of cyclic subspaces of J ®̂ as follows:

ℓ2pVq “ ℭp𝑂q ‘ L, L “ ‘𝑍PV
pℭp𝑍q . (3.4.19)

Proof. First, we need to show that the subspaces on the right-hand side of (3.4.19) are orthogonal to each other.
Recall that pℭp𝑌 q is supported by Vr𝑌 s, the set of vertices of the subtree Tr𝑌 s. Let 𝑍, 𝑋 P V, 𝑍 ‰ 𝑋 . If the subtrees
Tr𝑋s and Tr𝑍s are disjoint, the subspaces pℭp𝑋q and pℭp𝑍q are naturally orthogonal. If they are not disjoint, one is a
subtree of another. Assume for definiteness that Tr𝑍s is a (proper) subtree of Tr𝑋s. That is, 𝑍 is a descendant of 𝑋 .
Let 𝑖 P t1, 2u be such that 𝑍 is equal to or is a descendant of 𝑋p𝑐ℎq,𝑖 . Let 𝛼p𝑥q be a polynomial and 𝑓 P pℭp𝑍q. Then

A

𝑓 , 𝛼pJ ®̂q𝑔
p𝑋q

𝑖

E

“

A

𝛼pJ ®̂q 𝑓 , 𝑔
p𝑋q

𝑖

E

“

A

𝛼pJ ®̂q 𝑓 , 𝛿
p𝑋𝑖q

E

“
`

𝛼pJ ®̂q 𝑓
˘

𝑋𝑖
“ 0

since 𝛼pJ ®̂q 𝑓 P pℭp𝑍q and 𝑋𝑖 does not belong to the support of any ℎ P pℭp𝑍q. Because functions 𝛼pJ ®̂q𝑔
p𝑋q

𝑖
are

dense in pℭp𝑋q by (3.4.16), we get that pℭp𝑋q K pℭp𝑍q as claimed. When the subspace pℭp𝑋q is replaced by ℭp𝑂q, the
proof remains absolutely the same except that we need to consider functions 𝛼pJ ®̂q𝛿

p𝑂q instead of 𝛼pJ ®̂q𝑔
p𝑋q

𝑖
.

Since all cyclic subspaces are orthogonal to each other, to prove the theorem, it is enough to show that finite sums
of the above cyclic subspaces contain all the functions with compact support. As the latter are linear combinations
of delta functions, it is sufficient to show that all delta functions belong to such finite sums. Trivially, it holds that
𝛿p𝑂q P ℭp𝑂q. By going down the tree T, we shall inductively show that

𝛿p𝑋q P ℭp𝑂q ‘ L𝑋 , L𝑋 “ ‘𝑌Ppathp𝑋p𝑝q ,𝑂q
pℭp𝑌 q ,

for any 𝑋 P V, 𝑋 ‰ 𝑂, where pathp𝑋p𝑝q, 𝑂q is the same as (2.2.1). Take such 𝑋 and assume the claim is true for
𝑋p𝑝q and 𝑋p𝑔q, where 𝑋p𝑔q is parent of 𝑋p𝑝q. Let 𝑍 be the sibling of 𝑋 . It follows from (3.4.15) that

´

𝑔
p𝑋p𝑝qq

]𝑍

¯

𝑍
“ 1 and

´

𝑔
p𝑋p𝑝qq

]𝑍

¯

𝑋
“ p´1q ]𝑋𝑊

´1{2
𝑋

ż

𝛼p𝑍; 𝑥q𝑑r𝜌𝑋 p𝑥q “ ´p𝑊𝑍 {𝑊𝑋 q1{2.

We further get from the very definition of J ®̂ in (2.1.4) that
`

J ®̂𝛿
p𝑋p𝑝qq

˘

𝑋
“ 𝑊

1{2
𝑋

,
`

J ®̂𝛿
p𝑋p𝑝qq

˘

𝑍
“ 𝑊

1{2
𝑍

,
`

J ®̂𝛿
p𝑋p𝑝qq

˘

𝑋p𝑝q
“ 𝑉𝑋p𝑝q

, and
`

J ®̂𝛿
p𝑋p𝑝qq

˘

𝑋p𝑔q
“ 𝑈𝑋p𝑝q

,

where 𝑈𝑋p𝑝q
“ 0 if 𝑋p𝑝q “ 𝑂 and 𝑈𝑋p𝑝q

“ 𝑊
1{2
𝑋p𝑝q

otherwise (all other values of J ®̂𝛿
p𝑋p𝑝qq are equal to zero).

Extend Ψp𝑋; 𝑥q from Vr𝑋s to the whole set V by zero. Set 𝛽p𝑋; 𝑥q
def
“ 𝑊𝑋 ` 𝑊𝑍 pa𝑍 {a𝑋 qp𝑥q. Then

a

𝑊𝑋𝑊𝑍

”

𝑊
´1{2
𝑍

´

J ®̂𝛿
p𝑋p𝑝qq ´𝑉𝑋p𝑝q

𝛿p𝑋p𝑝qq ´𝑈𝑋p𝑝q
𝛿p𝑋p𝑔qq

¯

´ 𝑔
p𝑋p𝑝qq

]𝑍

ı

“ 𝑊𝑋𝛿
p𝑋q ` 𝑊𝑍

ż

a𝑍 p𝑥q

a𝑋 p𝑥q
Ψp𝑋; 𝑥q𝑑𝜌r𝑋sp𝑥q “

ż

𝛽p𝑋; 𝑥qΨp𝑋; 𝑥q𝑑𝜌r𝑋sp𝑥q
def
“ p𝛽p𝑋q, (3.4.20)

where we used (3.3.14) for the next to last equality. By (3.4.9), the function 𝛽p𝑋; 𝑥q is strictly positive on the
support of 𝜌r𝑋s. Observe that p𝛽p𝑋q is supported on Vr𝑋s and has value 𝑊𝑋 ` 𝑊𝑍 ą 0 at 𝑋 . It follows from the
properties of 𝛽p𝑋; 𝑥q that

 

𝛼p𝑥q𝛽p𝑋; 𝑥q : 𝛼 is a polynomial
(

“ 𝐿2p𝜌r𝑋sq,

where the closure is taken in 𝐿2p𝜌r𝑋sq-norm. Thus, there exists a sequence of polynomials t𝛼p𝑛qp𝑥qu such that
𝛼p𝑛qp𝑥q𝛽p𝑋; 𝑥q Ñ 1 as 𝑛 Ñ 8 in 𝐿2p𝜌r𝑋sq-norm and therefore

𝛼p𝑛qpJr𝑋sqp𝛽p𝑋q “

ż

𝛼p𝑛qp𝑥q𝛽p𝑋; 𝑥qΨp𝑋; 𝑥q𝑑𝜌r𝑋sp𝑥q Ñ 𝛿p𝑋q (3.4.21)

as 𝑛 Ñ 8 in ℓ2pVr𝑋sq by (3.4.5) and since p𝛽p𝑋q P ℭ
p𝑋q

r𝑋s
, where we extend 𝛼p𝑛qpJr𝑋sqp𝛽p𝑋q from Vr𝑋s to V by zero.

On the other hand, it follows from (3.4.20) that

Jr𝑋s
p𝛽p𝑋q “ J ®̂ p𝛽p𝑋q ´ 𝑊

1{2
𝑋

p𝛽𝑋 p𝑋q𝛿p𝑋p𝑝qq “ 𝛾pJ ®̂q𝛿
p𝑋p𝑝qq ` J ®̂

´

𝑐1𝛿
p𝑋p𝑔qq ` 𝑐2𝑔

p𝑋p𝑝qq

]𝑍

¯

P ℭp𝑂q ‘ L𝑋 ,

where 𝛾p𝑥q is a certain quadratic polynomial and 𝑐1, 𝑐2 are certain constants (all can be explicitly written using
(3.4.20)) and the last conclusion follows from the inductive hypothesis and the nature of cyclic subspaces, see
(3.4.16). By iterating the above relation we get that

𝛼p𝑛qpJr𝑋sqp𝛽p𝑋q P ℭp𝑂q ‘ L𝑋 ñ 𝛿p𝑋q P ℭp𝑂q ‘ L𝑋 ,
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where the last conclusion is a consequence of (3.4.21) and ℭp𝑂q ‘ L𝑋 being closed. This finishes the proof of the
theorem. �

3.5. Spectral analysis

In this section, we will apply Theorem 3.4.3 to the analysis of the spectral type of J ®̂.

Theorem 3.5.1. Let 𝐸 ®𝜘 be as in Lemma 3.3.1. It holds that

𝜎pJ ®̂q Ď Δ1 Y Δ2 Y 𝐸 ®𝜘. (3.5.1)

Furthermore, if supp `𝑘 “ Δ𝑘 for each 𝑘 P t1, 2u, then the inclusion in (3.5.1) becomes equality.

Proof. It follows from Theorems 0.0.1 and 3.4.3, and Proposition 3.4.2 that

𝜎pJ ®̂q “ supp 𝜌𝑂 Y
ď

𝑍PV

supp 𝜌𝑍,1

where 𝜌𝑍,1 is the spectral measure of 𝑔p𝑍q

1 . As stated in Proposition 3.3.2, we have that

supp 𝜌𝑂 Ď Δ1 Y Δ2 Y 𝐸 ®𝜘,

where the inclusion becomes equality when supp `𝑘 “ Δ𝑘 for each 𝑘 P t1, 2u as can be seen from (3.3.3) and (3.3.5).
We further get from (3.4.18) that 𝜌𝑍,1 is absolutely continuous with respect to r𝜌𝑍 . Since supp r𝜌𝑍 Ď Δ1 Y Δ2 by
(3.4.7), Proposition 3.2.2, and Lemma 3.6.3, the claim of the theorem follows. �

This result complements characterization of the essential spectrum of J ®̂ obtained in the recent preprint [10]
where all right limits of J ®̂ for ®̂ “ ®𝑒𝑖 were computed for the case where the measures `1, `2 are absolutely
continuous with analytic and non-vanishing densities.

As the following example shows, in general, 𝜎pJ ®̂q ‰ supp `1 Y supp `2 even when 𝐸 ®𝜘 “ ∅. Thus, equality
(0.0.5) does not hold for the case of multiple orthogonality.
Example. Consider any probability measures `1, `2 for which supp `1 “ r´1, 0s and supp `2 “ t1, 2u Y r3, 4s,
i.e., 1 and 2 are isolated atoms of `2. Clearly, Δ1 “ r´1, 0s and Δ2 “ r1, 4s. Consider J®𝑒1 . Formulae (3.3.1) and
(3.3.5) become

p𝜌𝑂p𝑧q “
1
Ξ ®̀

p̀2p𝑧q ´ p̀1p𝑧q

p̀2p𝑧q
.

Since p̀2p𝑧q necessarily has a zero on p1, 2q, 𝜌𝑂 has a point mass there and therefore its support is clearly not a
subset of supp `1 Y supp `2.

It is standard in the multidimensional scattering theory to deal with operators that have purely absolutely
continuous spectrum (see [38] for basics of Spectral Theory). In the next theorem, we provide simple conditions
for J ®̂ to have such a spectrum.

Theorem 3.5.2. Suppose that 𝑑`𝑘p𝑥q “ `1
𝑘
p𝑥q𝑑𝑥 and p`1

𝑘
q´1 P 𝐿8pΔ𝑘q for each 𝑘 P t1, 2u. Then the spectrum

of J®𝑒𝑖 is purely absolutely continuous for each 𝑖 P t1, 2u.

Proof. We need to show that the spectral measures 𝜌𝑂 and t𝜌𝑍,1u, 𝑍 P V, are all absolutely continuous. It follows
from (3.4.18) that 𝜌𝑍,1 is absolutely continuous with respect to r𝜌𝑍 . Since measures `1, `2 have no mass points,
we get from (3.4.7) that r𝜌𝑍 is equal to the reference measure 𝜔®𝑛, ®𝑛 “ Πp𝑍q. To show that the latter has no singular
part, it is enough to prove that

lim sup
𝑦Ñ0`

Im
´

`

𝐷 ®𝑛, b p𝑥 ` i𝑦q𝐿 ®𝑛p𝑥 ` i𝑦q
˘´1

¯

ă 8 for every 𝑥 P pΔ1 Y Δ2qz𝐸 ®𝑛,

according to (3.2.4) and Proposition 3.1.4(3), where 𝐸 ®𝑛 is the set of zeroes of 𝐴p1q

®𝑛 p𝑧q𝐴
p2q

®𝑛 p𝑧q and 𝐷 ®𝑛, b p𝑧q is given
by (3.2.2) with b P p𝛽1, 𝛼2q. It clearly holds that

lim
𝑦Ñ0`

Im
´

`

𝐷 ®𝑛, b p𝑥 ` i𝑦q𝐿 ®𝑛p𝑥 ` i𝑦q
˘´1

¯

ď lim
𝑦Ñ0`

`

´ Im
`

𝐷 ®𝑛, b p𝑥 ` i𝑦q𝐿 ®𝑛p𝑥 ` i𝑦q
˘˘´1

.

Fix 𝑘 P t1, 2u and a closed subinterval Δ of Δ𝑘z𝐸 ®𝑛. By the conditions of the theorem and the definition of 𝐸 ®𝑛
there exists 𝜖 ą 0 such that

|𝑥 ´ b||𝐴
p3´𝑘q

®𝑛 p𝑥q|𝐴
p𝑘q

®𝑛 p𝑥q2`1
𝑘p𝑥q ě 𝜖

almost everywhere on Δ. Then, it follows from Lemma 3.6.4(1,2) that

´ Im
`

𝐷 ®𝑛, b p𝑥 ` i𝑦q𝐿 ®𝑛p𝑥 ` i𝑦q
˘

“ 𝑦

ż

𝑄 ®𝑛p𝑠q𝐷 ®𝑛, b p𝑠q

p𝑥 ´ 𝑠q2 ` 𝑦2 ě 𝜖

ż

Δ

𝑦 𝑑𝑠

p𝑥 ´ 𝑠q2 ` 𝑦2 .
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Therefore, for every 𝑥 P Δ it holds that

lim sup
𝑦Ñ0`

Im
´

`

𝐷 ®𝑛, b p𝑥 ` i𝑦q𝐿 ®𝑛p𝑥 ` i𝑦q
˘´1

¯

ď 2{p𝜖 𝜋q.

As Δ was arbitrary closed subinterval of pΔ1 YΔ2qz𝐸 ®𝑛 and 𝜔®𝑛 has no mass points at the elements of 𝐸 ®𝑛 by its very
definition, 𝜔®𝑛 is indeed absolutely continuous. The absolute continuity of 𝜌𝑂 can be shown analogously using
(3.3.1), (3.3.3), and (3.3.5). �

3.6. Appendix to Part 3

In this appendix we collected some results that were used in the main text.

3.6.1. Some properties of 𝐴p𝑘q

®𝑛 p𝑥q. Recall that 𝐴p1q

p1,1q
p𝑥q and 𝐴

p2q

p1,1q
p𝑥q have degree 0 and therefore are constants.

Lemma 3.6.1. It holds that
𝐴

p1q

p1,1q
“ ´Ξ

´1
®̀ }`1}´1 and 𝐴

p2q

p1,1q
“ Ξ

´1
®̀ }`2}´1 , (3.6.1)

where Ξ ®̀ was defined in (3.3.4). In particular, 𝐴p1q

p1,1q
ă 0 and 𝐴

p2q

p1,1q
ą 0 .

Proof. The claim is a consequence of the fact that 𝐴p1q

p1,1q
, 𝐴

p2q

p1,1q
solve the system of equations

ż
ˆ

𝐴
p1q

p1,1q
𝑑`1p𝑥q ` 𝐴

p2q

p1,1q
𝑑`2p𝑥q

˙

“ 0 and
ż

𝑥

ˆ

𝐴
p1q

p1,1q
𝑑`1p𝑥q ` 𝐴

p1q

p1,1q
𝑑`2p𝑥q

˙

“ 1. �

Recall that we assumed Δ1 ă Δ2. Let

_ ®𝑛,1
def
“ coeff𝑛1´1 𝐴

p1q

®𝑛 and _ ®𝑛,2
def
“ coeff𝑛2´1 𝐴

p2q

®𝑛 .

Lemma 3.6.2. We have that
sign_ ®𝑛,1 “ p´1q𝑛2 and sign_ ®𝑛,2 “ 1 .

Proof. Comparing the leading coefficients in recursion relations (0.0.22) gives _ ®𝑛, 𝑗 “ 𝑎 ®𝑛, 𝑗_ ®𝑛`®𝑒 𝑗 , 𝑗 . By taking into
account that 𝑎 ®𝑛, 𝑗 ą 0, we get

sign_p𝑛1 ,𝑛2q,1 “ sign_p1,𝑛2q,1 and sign_p𝑛1 ,𝑛2q,2 “ sign_p𝑛1 ,1q,2 , ®𝑛 P N2 . (3.6.2)

It follows from Lemma 3.6.1 that _p1,1q,1 “ 𝐴
p1q

p1,1q
ă 0 and _p1,1q,2 “ 𝐴

p2q

p1,1q
ą 0. Therefore,

sign_p𝑛1 ,1q,1 “ ´1 and sign_p1,𝑛2q,2 “ 1 .
It follows from orthogonality conditions (0.0.10) for the multi-index p1, 𝑛2q that

ż

𝑞p𝑥q

ˆ

𝐴
p1q

p1,𝑛2q
p𝑥q𝑑`1p𝑥q ` 𝐴

p2q

p1,𝑛2q
p𝑥q𝑑`2p𝑥q

˙

“ 0

for all polynomials 𝑞p𝑥q of degree at most 𝑛2 ´ 1. By taking 𝑞p𝑥q “ 𝐴
p2q

p1,𝑛2q
p𝑥q, we get

´

ż

`

𝐴
p2q

p1,𝑛2q
p𝑥q

˘2
𝑑`2p𝑥q “

ż

𝐴
p1q

p1,𝑛2q
p𝑥q𝐴

p2q

p1,𝑛2q
p𝑥q𝑑`1p𝑥q.

Since all the zeroes of 𝐴p2q

p1,𝑛2q
p𝑥q are on Δ2 and 𝐴

p1q

p1,𝑛2q
“ _p1,𝑛2q,1 is a constant, we get that

´1 “ sign_p1,𝑛2q,1 ¨ sign_p1,𝑛2q,2 ¨ p´1q𝑛2´1 “ p´1q𝑛2´1 ¨ sign_p1,𝑛2q,1

and therefore sign_ ®𝑛,1 “ sign_p1,𝑛2q,1 “ p´1q𝑛2 by (3.6.2). That proves the first statement. The second one can
be proved similarly. �

Let 𝐸 ®𝑛,𝑘 be the set of zeroes of 𝐴p𝑘q

®𝑛 p𝑥q, 𝑘 P t1, 2u, and 𝐸 ®𝑛 “ 𝐸 ®𝑛,1 Y 𝐸 ®𝑛,2.

Lemma 3.6.3. It holds that 𝐸 ®𝑛,𝑘 Ă Δ𝑘 and #𝐸 ®𝑛,𝑘 “ 𝑛𝑘 ´ 1. That is, all the zeroes of 𝐴p𝑘q

®𝑛 p𝑥q are simple and
belong to Δ𝑘 . Write 𝐸 ®𝑛,𝑘 “

 

𝑥
p®𝑛,𝑘q

1 , . . . , 𝑥
p®𝑛,𝑘q

𝑛𝑘´1
(

, where the zeroes are labeled in the increasing order. The sets
𝐸 ®𝑛`®𝑒𝑙 ,𝑘 and 𝐸 ®𝑛,𝑘 interlace for any 𝑘, 𝑙 P t1, 2u and

𝑥
p®𝑛,2q

1 ă 𝑥
p®𝑛`®𝑒1 ,2q

1 ă 𝑥
p®𝑛,2q

2 ă . . . ă 𝑥
p®𝑛,2q

𝑛2´1 ă 𝑥
p®𝑛`®𝑒1 ,2q

𝑛2´1 (3.6.3)

while
𝑥

p®𝑛`®𝑒2 ,1q

1 ă 𝑥
p®𝑛,1q

1 ă 𝑥
p®𝑛`®𝑒2 ,1q

2 ă . . . ă 𝑥
p®𝑛`®𝑒2 ,1q
𝑛1 ă 𝑥

p®𝑛,1q
𝑛1 (3.6.4)

(in the other two situations the order is uniquely induced by the fact that #𝐸 ®𝑛`®𝑒𝑘 ,𝑘 “ #𝐸 ®𝑛,𝑘 ` 1).
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Proof. The statements about location of zeroes and interlacing can be proved in the standard way (see, e.g., [19,
Proposition 2.2 and Theorem 5] for the proofs). We only need to show (3.6.3) and (3.6.4). Let us prove (3.6.3),
the argument for (3.6.4) is identical. By (0.0.22), we have two identities

𝑥𝐴
p2q

®𝑛 p𝑥q “ 𝐴
p2q

®𝑛´®𝑒𝑖
p𝑥q ` 𝑏 ®𝑛´®𝑒𝑖 ,𝑖𝐴

p2q

®𝑛 p𝑥q ` 𝑎 ®𝑛,1𝐴
p2q

®𝑛`®𝑒1
p𝑥q ` 𝑎 ®𝑛,2𝐴

p2q

®𝑛`®𝑒2
p𝑥q , 𝑖 P t1, 2u .

Subtracting one from another, we get

𝐴
p2q

®𝑛´®𝑒1
p𝑥q ´ 𝐴

p2q

®𝑛´®𝑒2
p𝑥q “ p𝑏 ®𝑛´®𝑒2 ,2 ´ 𝑏 ®𝑛´®𝑒1 ,1q𝐴

p2q

®𝑛 p𝑥q .

Taking 𝑥 “ 𝑥
p®𝑛,2q

𝑛2´1, the largest zero of 𝐴p2q

®𝑛 p𝑥q, in the previous identity yields

𝐴
p2q

®𝑛´®𝑒1
p𝑥

p®𝑛,2q

𝑛2´1q “ 𝐴
p2q

®𝑛´®𝑒2
p𝑥

p®𝑛,2q

𝑛2´1q . (3.6.5)

The leading coefficients of t𝐴
p2q

®𝑚 p𝑥qu are all positive by Lemma 3.6.2 and the zeroes of 𝐴
p2q

®𝑛´®𝑒2
p𝑥q and 𝐴

p2q

®𝑛 p𝑥q

interlace, so 𝐴
p2q

®𝑛´®𝑒2
p𝑥

p®𝑛,2q

𝑛2´1q ą 0. Thus, 𝐴p2q

®𝑛´®𝑒1
p𝑥

p®𝑛,2q

𝑛2´1q ą 0 by (3.6.5). Since the zeroes of 𝐴
p2q

®𝑛´®𝑒2
p𝑥q and 𝐴

p2q

®𝑛 p𝑥q

also interlace, we conclude that the zeroes of 𝐴p2q

®𝑛 p𝑥q dominate those of 𝐴p2q

®𝑛´®𝑒1
p𝑥q. �

Define the polynomials t𝑇®𝑛,𝑙p𝑥qu by

𝑇®𝑛,𝑙p𝑥q
def
“

`

𝐴
p2q

®𝑛`®𝑒𝑙
𝐴

p1q

®𝑛 ´ 𝐴
p1q

®𝑛`®𝑒𝑙
𝐴

p2q

®𝑛
˘

p𝑥q, 𝑙 P t1, 2u . (3.6.6)

Proof of Lemma 3.3.3. It holds by the very definition (0.0.12) that

𝑇®𝑛,𝑙p𝑥q𝑑`1p𝑥q “ 𝑇®𝑛,𝑙p𝑥q𝑑`1p𝑥q ˘ 𝐴
p2q

®𝑛`®𝑒𝑙
p𝑥q𝐴

p2q

®𝑛 p𝑥q𝑑`2p𝑥q “ 𝐴
p2q

®𝑛`®𝑒𝑙
p𝑥q𝑄 ®𝑛p𝑥q ´ 𝐴

p2q

®𝑛 p𝑥q𝑄 ®𝑛`®𝑒𝑙 p𝑥q.

Since the degree of 𝐴p2q

®𝑛`®𝑒𝑙
p𝑥q is 𝑛2 ` 𝑙 ´ 2, we get from (0.0.10) that

ż

𝑥𝑘𝑇®𝑛,𝑙p𝑥q𝑑`1p𝑥q “ 0, 𝑘 P t0, . . . , 𝑛1 ´ 𝑙u.

Thus, polynomial 𝑇®𝑛,𝑙p𝑥q has at least 𝑛1 ´ 𝑙`1 zeroes on Δ1. Similarly, we can show that𝑇®𝑛,𝑙p𝑥q satisfies 𝑛2 ` 𝑙´2
orthogonality conditions with respect to `2 and therefore it has at least 𝑛2 ` 𝑙 ´ 2 zeroes on Δ2. Because its degree
is 𝑛1 ` 𝑛2 ´ 1, all its zeroes are accounted for and are simple. We can write this polynomial as a product of its
leading coefficient and monic polynomials 𝑇®𝑛,𝑙,1p𝑥q and 𝑇®𝑛,𝑙,2p𝑥q that have their zeroes on Δ1 and Δ2, respectively.

Without loss of generality we assume that ®̀ satisfies the conditions of Lemma 3.2.1. The general case can be
obtained via weak˚ approximation of measures. First, we undo the transformations leading to the definition of
𝑆𝑋 p𝑥q. Let ®𝑛 “ Πp𝑋p𝑝qq and 𝑙 “ ]𝑋 . It follows from (2.2.9) that

𝑆𝑋 p𝑥q “

´

`

𝐴
p0q

®𝑛`®𝑒𝑙
𝐴

p𝑘q

®𝑛 ´ 𝐴
p𝑘q

®𝑛`®𝑒𝑙
𝐴

p0q

®𝑛
˘

p𝑥q ` p´1q𝑘 p̀3´𝑘p𝑥q
`

𝐴
p2q

®𝑛`®𝑒𝑙
𝐴

p1q

®𝑛 ´ 𝐴
p1q

®𝑛`®𝑒𝑙
𝐴

p2q

®𝑛
˘

p𝑥q

¯

for 𝑥 P Δ𝑘 . Taking the formulae (2.2.7) and (3.3.15) with 𝑌 “ 𝑋 , we get

𝜋𝑆𝑋 p𝑥q`1
𝑘p𝑥q “ ´ Im

`

𝐿 ®𝑛`®𝑒𝑙`p𝑥q𝐿 ®𝑛´p𝑥q
˘

.

On the other hand, it follows from Plemelj-Sokhotski formulae, see [25, Section I.4.2], that

𝜋𝑆𝑋 p𝑥q`1
𝑘p𝑥q “ ´ Im

ˆˆ

p.v.
ż

R

𝑄 ®𝑛`®𝑒𝑙 p𝑠q

𝑥 ´ 𝑠
´ 𝜋i `1

𝑘p𝑥q 𝐴
p𝑘q

®𝑛`®𝑒𝑙
p𝑥q

˙ˆ

p.v.
ż

R

𝑄 ®𝑛p𝑠q

𝑥 ´ 𝑠
` 𝜋i `1

𝑘p𝑥q 𝐴
p𝑘q

®𝑛 p𝑥q

˙˙

for 𝑥 P Δ𝑘 , where “p.v.” stands for the “principal value”. Notice that it follows form (0.0.10) that

𝑃´1p𝑥q p.v.
ż

R

𝑃p𝑠q𝑄 ®𝑚p𝑠q

𝑥 ´ 𝑠
“ 𝑃´1p𝑥q

ż

𝑃p𝑠q ´ 𝑃p𝑥q

𝑥 ´ 𝑠
𝑄 ®𝑚p𝑥q ` p.v.

ż

R

𝑄 ®𝑚p𝑠q

𝑥 ´ 𝑠
“ p.v.

ż

R

𝑄 ®𝑚p𝑠q

𝑥 ´ 𝑠

for any polynomial 𝑃p𝑥q of degree at most | ®𝑚| ´ 1. In particular, if 𝑌 “ 𝑋 and we let 𝑙 “ ]𝑋 , in which case
®𝑚 “ ®𝑛 ` ®𝑒𝑙 , then it holds that

𝐴
p𝑘q

®𝑛`®𝑒𝑙
p𝑥q p.v.

ż

R

𝑄 ®𝑛p𝑠q

𝑥 ´ 𝑠
´ 𝐴

p𝑘q

®𝑛 p𝑥q p.v.
ż

R

𝑄 ®𝑛`®𝑒𝑙 p𝑠q

𝑥 ´ 𝑠

“
1

𝑇p𝑥q
p.v.

ż

R

𝑇p𝑠q
`

𝐴
p𝑘q

®𝑛`®𝑒𝑙
p𝑠q𝑄 ®𝑛p𝑠q ´ 𝐴

p𝑘q

®𝑛 p𝑠q𝑄 ®𝑛`®𝑒𝑙 p𝑠q
˘

𝑥 ´ 𝑠

“
p´1q𝑘

𝑇p𝑥q

ż

R

𝑇p𝑠q𝑇®𝑛,𝑙p𝑠q

𝑥 ´ 𝑠
𝑑`3´𝑘p𝑠q, 𝑥 P Δ𝑘 ,
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for any polynomial 𝑇p𝑥q with real coefficients and of degree at most 𝑛2 ` 𝑙 ´ 2 if 𝑘 “ 1 and of degree at most
𝑛1 ´ 𝑙 ` 1 when 𝑘 “ 2. Hence, taking 𝑇p𝑥q “ 𝑇®𝑛,𝑙,3´𝑘p𝑥q, we have shown that

𝑆 ®𝑛,𝑙,𝑘p𝑥q
def
“ 𝑆𝑋 p𝑥q “

p´1q𝑘

𝑇®𝑛,𝑙,3´𝑘p𝑥q

ż

R

𝑇®𝑛,𝑙,3´𝑘p𝑠q𝑇®𝑛,𝑙p𝑠q

𝑥 ´ 𝑠
𝑑`3´𝑘p𝑠q, 𝑥 P Δ𝑘 , (3.6.7)

which is clearly a non-vanishing function. To prove positivity, take 𝑘 “ 1. Polynomial 𝑇®𝑛,𝑙,2p𝑥q is monic and
has all of its 𝑛2 ` 𝑙 ´ 2 zeroes on Δ2. Thus, its sign on Δ1 is equal to p´1q𝑛2`𝑙 . Polynomial 𝑇®𝑛,𝑙,2p𝑥q𝑇®𝑛,𝑙p𝑥q has
double zeroes on Δ2 and the same leading coefficient as p´1q𝑙𝐴

p𝑙q

®𝑛`®𝑒𝑙
p𝑥q𝐴

p3´𝑙q

®𝑛 p𝑥q. The latter has the same sign as
p´1q𝑛2`𝑙 by Lemma 3.6.2, and therefore,

𝑆𝑋 p𝑥q “
´1

|𝑇®𝑛,𝑙,2p𝑥q|

ż

R

|𝑇®𝑛,𝑙,2p𝑠q𝑇®𝑛,𝑙p𝑠q|

𝑥 ´ 𝑠
𝑑`2p𝑠q ą 0, 𝑥 ă 𝛽2,

as claimed. The case of 𝑘 “ 2 can be considered similarly. �

3.6.2. Properties of 𝐿 ®𝑛p𝑧q. Recall the definitions of 𝐷 ®𝑛, b p𝑧q in (3.2.2), the measure a®𝑛,𝐸 in (3.2.3), the polyno-
mials 𝑇®𝑛,𝑘p𝑥q in (3.6.6), and the functions 𝑆 ®𝑛,𝑙,𝑘p𝑥q in (3.6.7). The set 𝐸 ®𝑛 is the set of zeroes of the polynomial
𝐴

p1q

®𝑛 p𝑧q𝐴
p2q

®𝑛 p𝑧q.

Lemma 3.6.4. It holds that
(1) If 𝐷p𝑥q is a polynomial of degree at most |®𝑛| ´ 1, then

𝐿 ®𝑛p𝑧q “ 𝐷´1p𝑧q

ż

R

`

𝑄 ®𝑛𝐷
˘

p𝑥q

𝑧 ´ 𝑥
. (3.6.8)

(2) The measure 𝐷 ®𝑛, b p𝑥q𝑄 ®𝑛p𝑥q is non-negative on Δ1 Y Δ2 for every b P p𝛽1, 𝛼2q. In particular, a®𝑛,𝐸 is a
positive measure.

(3) The function 𝐿 ®𝑛p𝑧q has no zeroes outside Δ1 Y Δ2 and its restriction to RzpΔ1 Y Δ2q has well-defined
nonzero limits at the endpoints of Δ1 and Δ2.

(4) If 𝐸 P 𝐸 ®𝑛, then ´𝐷1

®𝑛, b p𝐸q lim𝜖Ñ0` 𝐿 ®𝑛p𝐸 ` i𝜖q “ }a®𝑛,𝐸} ´ a®𝑛,𝐸pt𝐸uq ą 0.

(5) If 𝐸 P 𝐸 ®𝑛 X Δ𝑘 , then }a®𝑛,𝐸} “ ´𝐷1

®𝑛, b p𝐸q𝑆 ®𝑛,𝑙,𝑘p𝐸q{𝐴
p𝑘q

®𝑛`®𝑒𝑙
p𝐸q for either 𝑙 P t1, 2u.

Proof. (1) The claim follows form orthogonality condition (0.0.10), (0.0.12), and (0.0.14) since

0 “

ż

R

𝑄 ®𝑛p𝑥qp𝐷p𝑥q ´ 𝐷p𝑧qq

𝑥 ´ 𝑧
“

ż

R

`

𝑄 ®𝑛𝐷
˘

p𝑥q

𝑥 ´ 𝑧
`
`

𝐷𝐿 ®𝑛
˘

p𝑧q.

(2) Since 𝐴
p𝑘q

®𝑛 p𝑥q has all its zeroes localized to Δ𝑘 , it follows from Lemma 3.6.2 that

p´1q𝑛2p𝑥 ´ bq𝐴
p2q

®𝑛 p𝑥q ą 0, 𝑥 P Δ1, and p´1q𝑛2p𝑥 ´ bq𝐴
p1q

®𝑛 p𝑥q ą 0, 𝑥 P Δ2,

which yields positivity of 𝐷 ®𝑛, b p𝑥q𝑄 ®𝑛p𝑥q.
(3) It follows from claims (2) and (1), applied with 𝐷p𝑥q “ 𝐷 ®𝑛, b p𝑥q, that p𝐷 ®𝑛, b 𝐿 ®𝑛qp𝑦q ă 0 for 𝑦 P p´8, 𝛼1s

and p𝐷 ®𝑛, b 𝐿 ®𝑛qp𝑦q ą 0 for 𝑦 P r𝛽2,8q (the limits at 𝛼1 and 𝛽1 might be infinite, but they always exist since
Markov functions are decreasing on the real line away from the support of the defining measure). Hence, 𝐿 ®𝑛p𝑥q is
non-vanishing there. To show that 𝐿 ®𝑛p𝑥q has no zeroes in the lacuna r𝛽1, 𝛼2s, take 𝐷p𝑥q “ 𝐷 ®𝑛,[p𝑥q with [ ă 𝛼1
and 𝐷 ®𝑛,[ defined by (3.2.2). Observe that in this case p𝑄 ®𝑛𝐷 ®𝑛,[qp𝑥q is non-positive on Δ1 and is still non-negative
on Δ2. Hence, p𝐷 ®𝑛,[𝐿 ®𝑛qp𝑦q ă Z ă 0 for all 𝑦 P p𝛽1, 𝛼2q, where Z “

ş

Δ1
p𝛼2 ´ 𝑥q´1p𝑄 ®𝑛𝐷 ®𝑛,[qp𝑥q, which finishes

the proof of the desired statement.
(4) Notice that

p𝑥 ´ 𝐸q2𝑑a®𝑛,𝐸p𝑥q “ p𝑥 ´ 𝐸q2𝑑ra®𝑛,𝐸p𝑥q, ra®𝑛,𝐸
def
“ a®𝑛,𝐸 ´ a®𝑛,𝐸pt𝐸uq𝛿𝐸 .

Then, it follows from the dominated convergence theorem (the integrands below are bounded by 1 in absolute
value) that

lim
𝜖Ñ0`

ż

R

p𝑥 ´ 𝐸q𝑑a®𝑛,𝐸p𝑥q

𝑥 ´ p𝐸 ` i𝜖q
“ lim

𝜖Ñ0`

ż

R

p𝑥 ´ 𝐸q2𝑑ra®𝑛,𝐸p𝑥q

p𝑥 ´ 𝐸q2 ` 𝜖2 ` i lim
𝜖Ñ0`

ż

R

𝜖p𝑥 ´ 𝐸q𝑑ra®𝑛,𝐸p𝑥q

p𝑥 ´ 𝐸q2 ` 𝜖2 “ }ra®𝑛,𝐸} ą 0,

(3.6.9)
where the last conclusion holds since the measures `1, `2 have supports of infinite cardinality. Thus, claim (4)
follows from claim (1) applied with 𝐷p𝑥q “ 𝐷 ®𝑛, b p𝑥q{p𝑥 ´ 𝐸q.
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(5) For a polynomial 𝑃p𝑥q vanishing at 𝐸 , let us set 𝑃p𝐸 ; 𝑥q
def
“ 𝑃p𝑥q{p𝑥 ´ 𝐸q. Clearly, 𝑃p𝐸 ; 𝐸q “ 𝑃1p𝐸q. Recall

that degp𝑇®𝑛,𝑙,1q “ 𝑛1 ´ 𝑙 ` 1 and degp𝑇®𝑛,𝑙,2q “ 𝑛2 ` 𝑙 ´ 2. It holds that

}a𝑛,𝐸} “

ż

R

𝐷 ®𝑛, b p𝐸 ; 𝑥q𝑄 ®𝑛p𝑥q

𝑥 ´ 𝐸
“ 𝐷1

®𝑛, b p𝐸q

ż

R

𝑄 ®𝑛p𝑥q

𝑥 ´ 𝐸
“

𝐷1

®𝑛, b p𝐸q

𝑇®𝑛,𝑙,3´𝑘p𝐸q𝐴
p𝑘q

®𝑛`®𝑒𝑙
p𝐸q

ż

R

𝑇®𝑛,𝑙,3´𝑘p𝑥q𝐴
p𝑘q

®𝑛`®𝑒𝑙
p𝑥q𝑄 ®𝑛p𝑥q

𝑥 ´ 𝐸
,

where we used the fact that 𝑄 ®𝑛p𝑥q is divisible by p𝑥 ´ 𝐸q, orthogonality relations (0.0.10) twice, and Lemma 3.6.3
to observe that 𝐴p𝑘q

®𝑛`®𝑒𝑙
p𝐸q ‰ 0. Assume that 𝑘 P t1, 2u is such that 𝐸 P Δ𝑘 , that is, it is a zero of 𝐴p𝑘q

®𝑛 p𝑥q. Then

ż

R

𝑇®𝑛,𝑙,3´𝑘p𝑥q𝐴
p𝑘q

®𝑛 p𝑥q𝑄 ®𝑛`®𝑒𝑙 p𝑥q

𝑥 ´ 𝐸
“

ż

R
𝑇®𝑛,𝑙,3´𝑘p𝑥q𝐴

p𝑘q

®𝑛 p𝐸 ; 𝑥q𝑄 ®𝑛`®𝑒𝑙 p𝑥q “ 0,

again, due to orthogonality relations (0.0.10). Therefore, it holds by (3.6.7) that

}a𝑛,𝐸} “
𝐷1

®𝑛, b p𝐸q

𝑇®𝑛,𝑙,3´𝑘p𝐸q𝐴
p𝑘q

®𝑛`®𝑒𝑙
p𝐸q

ż

R

𝑇®𝑛,𝑙,3´𝑘p𝑠q
`

𝐴
p𝑘q

®𝑛`®𝑒𝑙
p𝑠q𝑄 ®𝑛p𝑠q ´ 𝐴

p𝑘q

®𝑛 p𝑠q𝑄 ®𝑛`®𝑒𝑙 p𝑠q
˘

𝑠 ´ 𝐸

“ ´
p´1q𝑘𝐷1

®𝑛, b p𝐸q

𝑇®𝑛,𝑙,3´𝑘p𝐸q𝐴
p𝑘q

®𝑛`®𝑒𝑙
p𝐸q

ż

R

𝑇®𝑛,𝑙,3´𝑘p𝑠q𝑇®𝑛,𝑙p𝑠q

𝐸 ´ 𝑠
𝑑`3´𝑘p𝑠q “ ´

𝐷1

®𝑛, b p𝐸q𝑆 ®𝑛,𝑙,𝑘p𝐸q

𝐴
p𝑘q

®𝑛`®𝑒𝑙
p𝐸q

as claimed. �

Lemma 3.6.5. Assume that ®̀ satisfies the conditions of Lemma 3.2.1 and that p`1
𝑘
p𝑥qq´1 P 𝐿 𝑝pΔ𝑘q for some

𝑝 ą 1 and each 𝑘 P t1, 2u. Suppose further that there exists 𝛾 P t𝛼1, 𝛽1, 𝛼2, 𝛽2u such that |𝐿 ®𝜘p𝛾q| “ 0. Then,
|𝐿 ®𝜘p𝑥q|´2`1

𝑘
p𝑥q P 𝐿 𝑝pΔ𝑘q for each 𝑘 P t1, 2u and

lim
𝑦Ñ0`

i𝑦
𝐿®1p𝛾 ` i𝑦q

𝐿 ®𝜘p𝛾 ` i𝑦q
“ 0.

Proof. Clearly, the first claim is obvious unless |𝐿 ®𝜘p𝑥q| vanishes at the endpoint of Δ𝑘 . In the latter situation it
follows from Proposition 3.1.4(2-4) that

|𝐿 ®𝜘p𝑥q|2 ě Imp𝐿 ®𝜘`p𝑥qq2 “ 𝜘2
𝑘 Imp𝜎𝑘`p𝑥qq2 “ 𝜋p𝜘𝑘{}`𝑘}q2p`1

𝑘p𝑥qq2,

where we used the notation 𝜎𝑘 “ }`𝑘}´1`𝑘 . This yields the desired claim |𝐿 ®𝜘p𝑥q|´2`1
𝑘
p𝑥q P 𝐿 𝑝pΔ𝑘q.

To prove the limit, assume for definiteness that 𝛾 P t𝛼1, 𝛽1u. Then, we get that

lim
𝑦Ñ0`

i𝑦
𝐿®1p𝛾 ` i𝑦q

𝐿 ®𝜘p𝛾 ` i𝑦q
“ 𝐿®1p𝛾q lim

𝑦Ñ0`

ˆ

𝜘2p𝜎
1
2p𝛾q ` 𝜘1

p𝜎1p𝛾 ` i𝑦q ´ p𝜎1p𝛾q

i𝑦

˙´1
,

recall that by Lemma 3.3.1 the value p𝜎1p𝛾q is well-defined. The fraction above can be rewritten as
p𝜎1p𝛾 ` i𝑦q ´ p𝜎1p𝛾q

i𝑦
“ ´

ˆ
ż

R

𝑑𝜎1p𝑥q

p𝛾 ´ 𝑥q2 ` 𝑦2 ´ i𝑦
ż

R

𝑑𝜎1p𝑥q

p𝛾 ´ 𝑥qpp𝛾 ´ 𝑥q2 ` 𝑦2q

˙

,

where the first integral is a strictly decreasing function of 𝑦 P p0,8q.
Notice that 𝜘1 ‰ 0 since otherwise 𝐿 ®𝜘 “ 𝐿 ®𝑒1 which has no zeroes on R. Then, it only remains to show that

p𝛾 ´ 𝑥q´2`1
1p𝑥q is not 𝐿1-integrable on Δ1. Let Δ𝜖 “ r𝛼1 ` 𝜖, 𝛽1 ´ 𝜖s and 𝑑ap𝑥q “ `´1

1 p𝑥q𝑑𝑥, which is a finite
measure on Δ1. Hence, we get from Cauchy-Schwarz inequality that

ˆ
ż

Δ𝜖

𝑑𝑥

|𝑥 ´ 𝛾|

˙2
“

ˆ
ż

Δ𝜖

`1
1p𝑥q𝑑ap𝑥q

|𝑥 ´ 𝛾|

˙2

ď }a|Δ𝜖
}

ż

Δ𝜖

`1
1p𝑥q2𝑑ap𝑥q

p𝑥 ´ 𝛾q2 “ }a|Δ𝜖
}

ż

Δ𝜖

𝑑`1p𝑥q

p𝑥 ´ 𝛾q2

and the desired claim follows by letting 𝜖 Ñ 0. �

Part 4. Periodic Jacobi operators on rooted trees and Angelesco systems

In Part 1, we introduced operators J ®̂, ®𝑁 , see (1.1.4), defined on finite trees T ®𝑁 , ®𝑁 P N2, see Section 1.1.1, and
studied their spectra and spectral decompositions. In this part of the paper, we consider Angelesco system, as in
Part 3, see (3.0.1), in the case when supp `𝑖 “ Δ𝑖 , 𝑑`𝑖p𝑥q “ `1

𝑖
p𝑥q𝑑𝑥, `1

𝑖
p𝑥q ą 0, 𝑥 P Δ𝑖 , and `1

𝑖
p𝑥q is a restriction

of an analytic function defined around Δ𝑖 . This situation was studied in great detail in [9] and [10], see also [42].
In particular, it was proved that J®𝑒𝑙 , ®𝑁 converges to a limiting operator Lp𝑙q

𝑐 when ®𝑁 goes to infinity along any ray

N𝑐 “
 

®𝑛 : 𝑛𝑖 “ 𝑐𝑖|®𝑛| ` 𝑜p|®𝑛|q, 𝑖 P t1, 2u
(

, p𝑐1, 𝑐2q “ p𝑐, 1 ´ 𝑐q, 𝑐 P r0, 1s. (4.0.1)
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Hereafter, limN𝑐
stands for the limit as |®𝑛| Ñ 8 and ®𝑛 P N𝑐 .

4.1. Definitions

It was shown in the work of Gonchar and Rakhmanov [30] that for Angelesco systems with two measures there
exists a family of vector equilibrium problems, depending on a parameter 𝑐 P r0, 1s, whose solutions describe the
limiting asymptotics of the normalized counting measures of the zeroes of the polynomials 𝑃®𝑛p𝑧q, see (0.0.11),
along all ray sequences N𝑐 . In particular, if an Angelesco system ®̀ is as described before (4.0.1), then the support
of the vector equilibrium measure corresponding to 𝑐 is a union of two intervals Δ𝑐,1 YΔ𝑐,2 where Δ𝑐,𝑖 Ď Δ𝑖 , see,
e.g., [9, 30] for detail.

4.1.1. Riemann surface. To define operators Lp𝑙q
𝑐 rigorously, we need the following Riemann surfaces. Let 𝕽𝑐

be a 3-sheeted Riemann surface realized as follows: cut a copy of C along Δ𝑐,1 YΔ𝑐,2, which henceforth is denoted
by 𝕽p0q

𝑐 , the second copy of C is cut along Δ𝑐,1 and is denoted by 𝕽p1q
𝑐 , while the third copy is cut along Δ𝑐,2 and

is denoted by 𝕽p2q
𝑐 . These copies are then glued to each other crosswise along the corresponding cuts. It can be

easily verified that thus constructed Riemann surface has genus 0. We denote by 𝜋 the natural projection from 𝕽𝑐

to C and employ the notation 𝒛 for a generic point on 𝕽𝑐 with 𝜋p𝒛q “ 𝑧 as well as 𝑧p𝑖q for a point on 𝕽p𝑖q
𝑐 with

𝜋p𝑧p𝑖qq “ 𝑧.
Since 𝕽𝑐 has genus zero, one can arbitrarily prescribe zero/pole divisors of rational functions on 𝕽𝑐 as long as

the degree of the divisor is zero. Clearly, a rational function with a given divisor is unique up to multiplication by
a constant. Let 𝜒𝑐p𝒛q be the conformal map of 𝕽𝑐 onto C defined uniquely by the condition

𝜒𝑐
`

𝑧p0q
˘

“ 𝑧 ` O
`

𝑧´1˘, 𝑧 Ñ 8. (4.1.1)

The following constants are going to be central to our investigations in this part of the paper. Let 𝐴𝑐,1, 𝐴𝑐,2, 𝐵𝑐,1, 𝐵𝑐,2
be determined by

𝜒𝑐
`

𝑧p𝑖q
˘

“ 𝐵𝑐,𝑖 ` 𝐴𝑐,𝑖𝑧
´1 ` O

`

𝑧´2˘, 𝑧 Ñ 8, 𝑖 P t1, 2u. (4.1.2)
It was shown in [10, Proposition 2.1] that these constants continuously depend on the parameter 𝑐 and have
well-defined limits as 𝑐 Ñ 0` and 𝑐 Ñ 1´, which we denote by 𝐴0,𝑖 , 𝐵0,𝑖 and 𝐴1,𝑖 , 𝐵1,𝑖 , respectively. Moreover,
constants 𝐴𝑐,1 ą 0 for all 𝑐 P r0, 1q while 𝐴1,1 “ 0 and 𝐴𝑐,2 ą 0 for all 𝑐 P p0, 1s while 𝐴0,2 “ 0.

4.1.2. Periodic Jacobi operators on rooted trees. Let T,V, and 𝑂 be as in Section 2.1.1. There are two edges
meeting at the root 𝑂. We label one of them type 1 and the other one – type 2. Next, consider the children of 𝑂.
Each of them is coincident with exactly three edges, one of which has already been labeled. We label the remaining
two as an edge of type 1 and an edge of type 2. We continue in a similar fashion going down the tree generation
by generation and calling one of the unlabelled edges type 1 and the other one type 2. After assigning types to all
the edges, we continue by labeling the vertices. If a vertex 𝑌 meets two edges of type 1 and one edge of type 2, we
call it a vertex of type 1; otherwise, if it is incident with two edges of type 2 and one edge of type 1, we call it type
2. We do not need to assign any type to the root 𝑂. Given a vertex 𝑌 ‰ 𝑂, we denote its type by ℓ𝑌 (this is similar
to the index function introduced in (2.1.2)).

Both operators Lp1q
𝑐 and L

p2q
𝑐 are Jacobi matrices defined on T. At a vertex 𝑌 ‰ 𝑂 of type ℓ𝑌 , we define them

by the same formula:

pL
p𝑙q
𝑐 𝜓q𝑌 “

ÿ

𝑗Pt1,2u,𝑌 1„𝑌 , type of edge p𝑌 ,𝑌 1q“ 𝑗

b

𝐴𝑐, 𝑗𝜓𝑌 1 ` 𝐵𝑐,ℓ𝑌𝜓𝑌 , 𝑙 P t1, 2u; (4.1.3)

and at the root 𝑂 we define the operators Lp1q
𝑐 and L

p2q
𝑐 differently by writing

pL
p𝑙q
𝑐 𝜓q𝑂 “

ÿ

𝑗Pt1,2u,𝑌 1„𝑂, type of edge p𝑂,𝑌 1q“ 𝑗

b

𝐴𝑐, 𝑗𝜓𝑌 1 ` 𝐵𝑐,𝑙𝜓𝑂 , 𝑙 P t1, 2u. (4.1.4)

Recall that 𝐴𝑐, 𝑗 ą 0 when 𝑐 P p0, 1q, but either 𝐴𝑐,1 or 𝐴𝑐,2 becomes zero when 𝑐 P t0, 1u. The latter cases are
trivial and we do not study them, see [10, Appendix A].

Our operators Lp𝑙q
𝑐 have “periodic coefficients” and “self-similar structure”. They are defined on the binary tree

and should not be confused with a similar class of Jacobi matrices defined on trees associated with the universal
cover of finite connected graphs. The latter class was studied in several papers, see, e.g., [5, 6, 13]. In the rest of
this part, we will apply the arguments from Section 3.4 to obtain the spectral decomposition of Lp𝑙q

𝑐 using their
generalized eigenfunctions.

The following theorem provides the connection between operators Lp𝑙q
𝑐 and J ®̂, ®𝑁 . It is stated in [9] for 𝑐 P p0, 1q

and is a simple consequence of the results of [42]. Its extension to 𝑐 P t0, 1u was obtained in [10].
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Theorem 4.1.1. Let ®̀ be an Angelesco system (3.0.1) such that supp `𝑖 “ Δ𝑖 , 𝑑`𝑖p𝑥q “ `1
𝑖
p𝑥q𝑑𝑥, `1

𝑖
p𝑥q ą 0,

𝑥 P Δ𝑖 , and `1
𝑖
p𝑥q is a restriction of a function analytic around Δ𝑖 for each 𝑖 P t1, 2u. Further, let the constants

𝐴𝑐,𝑖 , 𝐵𝑐,𝑖 , 𝑐 P r0, 1s and 𝑖 P t1, 2u, be given by (4.1.2). Then, the ray limits (4.0.1) of coefficients
 

𝑎 ®𝑛,𝑖 , 𝑏 ®𝑛,𝑖
(

from
(0.0.19)–(0.0.20) exist for any 𝑐 P p0, 1q and

lim
N𝑐

𝑎 ®𝑛,𝑖 “ 𝐴𝑐,𝑖 and lim
N𝑐

𝑏 ®𝑛,𝑖 “ 𝐵𝑐,𝑖 , 𝑖 P t1, 2u. (4.1.5)

In [9, Section 4.5], this theorem was used to prove that J®𝑒𝑙 , ®𝑁 Ñ L
p𝑙q
𝑐 , 𝑙 P t1, 2u, when ®𝑁 P N𝑐 converges to

infinity. This convergence can be understood as the strong operator convergence on the same Hilbert space ℓ2pTq

when J®𝑒𝑙 , ®𝑁 is properly extended to this space.

4.1.3. Green’s functions. In [10, Appendix A], it was proved that 𝜎pL
p𝑙q
𝑐 q “ Δ𝑐,1 Y Δ𝑐,2 and the spectrum is

purely absolutely continuous. Moreover, if we denote Green’s functions of Lp𝑙q
𝑐 corresponding to the root 𝑂 by

𝐺
p𝑙q
𝑐 p𝑌,𝑂; 𝑧q def

“
@

pL
p𝑙q
𝑐 ´ 𝑧q´1𝛿p𝑂q, 𝛿p𝑌 q

D

, (4.1.6)

then it was shown in [9, Section 4.5] that

𝐺
p𝑙q
𝑐 p𝑂,𝑂; 𝑧q “ 𝑀

p𝑙q
𝑐 p𝑧p0qq, 𝑧 R Δ𝑐,1 Y Δ𝑐,2 , (4.1.7)

where 𝑀
p𝑙q
𝑐 p𝒛q is a function on 𝕽𝑐 given by

𝑀
p𝑙q
𝑐 p𝒛q

def
“

1
𝐵𝑐,𝑙 ´ 𝜒𝑐p𝒛q

, 𝑙 P t1, 2u . (4.1.8)

Clearly, 𝑀p𝑙q
𝑐 p𝒛q is an analytic function on 𝕽𝑐 apart from a single pole at 8p𝑙q, which is simple. Therefore, the

traces 𝐺
p𝑙q
𝑐 p𝑂,𝑂; 𝑥q˘ exist and are continuous on Δ𝑐,1 Y Δ𝑐,2. Moreover, they are complex conjugates of each

other. In particular, |𝐺
p𝑙q
𝑐 p𝑂,𝑂; 𝑥q| is well-defined for all 𝑥 P Δ𝑐,1 Y Δ𝑐,2.

Lemma 4.1.2. The identity

𝐴𝑐,1|𝐺
p1q
𝑐 p𝑂,𝑂; 𝑥q|2 ` 𝐴𝑐,2|𝐺

p2q
𝑐 p𝑂,𝑂; 𝑥q|2 “ 1 (4.1.9)

holds for each 𝑥 P Δ𝑐,1 Y Δ𝑐,2. Moreover,

𝐴𝑐,1|𝐺
p1q
𝑐 p𝑂,𝑂; 𝑧q|2 ` 𝐴𝑐,2|𝐺

p2q
𝑐 p𝑂,𝑂; 𝑧q|2 ă 1 (4.1.10)

for 𝑧 R Δ𝑐,1 Y Δ𝑐,2.

Proof. From [9, formula (4.27)], we get that

𝑧 “ ´1{𝑀
p𝑙q
𝑐 p𝒛q ` 𝐵𝑐,𝑙 ´ 𝐴𝑐,1𝑀

p1q
𝑐 p𝒛q ´ 𝐴𝑐,2𝑀

p2q
𝑐 p𝒛q (4.1.11)

for each 𝑙 P t1, 2u and 𝒛 P 𝕽𝑐 . Formula (4.1.11), in particular, implies that

𝐵𝑐,1 ´ 1{𝑀
p1q
𝑐 p𝒛q “ 𝐵𝑐,2 ´ 1{𝑀

p2q
𝑐 p𝒛q

for all 𝒛 P 𝕽𝑐 . Fix 𝑖 P t1, 2u. Using the above relation with 𝒛 “ 𝑧p3´𝑖q gives us
1

𝑀
p1q
𝑐 p𝑧p3´𝑖qq

´
1

𝑀
p2q
𝑐 p𝑧p3´𝑖qq

“ 𝐵𝑐,1 ´ 𝐵𝑐,2. (4.1.12)

Since the product of all the branches of an algebraic function is a polynomial, the analysis of its behavior at infinity
yields that

𝑀
p𝑙q
𝑐 p𝑧p0qq𝑀

p𝑙q
𝑐 p𝑧p1qq𝑀

p𝑙q
𝑐 p𝑧p2qq “ p´1q𝑙p𝐴𝑐,𝑙p𝐵𝑐,2 ´ 𝐵𝑐,1qq´1.

By plugging the above relations into (4.1.12) we get

𝐴𝑐,1𝑀
p1q
𝑐 p𝑧p0qq𝑀

p1q
𝑐 p𝑧p𝑖qq ` 𝐴𝑐,2𝑀

p2q
𝑐 p𝑧p0qq𝑀

p2q
𝑐 p𝑧p𝑖qq “ 1

for all 𝑧 P CzpΔ𝑐,1 Y Δ𝑐,2q. Taking the boundary values on Δ𝑖 from the upper half-plane, we obtain

𝐴𝑐,1𝑀
p1q

𝑐`p𝑥p0qq𝑀
p1q

𝑐`p𝑥p𝑖qq ` 𝐴𝑐,2𝑀
p2q

𝑐`p𝑥p0qq𝑀
p2q

𝑐`p𝑥p𝑖qq “ 1,

for 𝑥 P Δ𝑖 . To prove (4.1.9), it only remains to observe that

𝐺
p𝑙q
𝑐 p𝑂,𝑂; 𝑥q˘ “ 𝑀

p𝑙q

𝑐˘

`

𝑥p0q
˘

“ 𝑀
p𝑙q

𝑐¯

`

𝑥p𝑖q
˘

for 𝑥 P Δ𝑖 in view of (4.1.7). To show (4.1.10) observe that its right-hand side is subharmonic, decays at infinity,
and equals 1 on the cuts. Thus, the maximum principle gives the claimed bound. �
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Remark. Identity (4.1.9) gives a simple description of the image of the cuts Δ𝑐,1 and Δ𝑐,2 under the conformal
map 𝜒𝑐p𝒛q. Namely, this image is a contour in the plane described by the equation

𝐴𝑐,1

|𝜒 ´ 𝐵𝑐,1|2
`

𝐴𝑐,2

|𝜒 ´ 𝐵𝑐,2|2
“ 1 , 𝜒 P C . (4.1.13)

The self-similar nature of the operators Lp𝑙q
𝑐 and (4.1.7) make it possible to compute their Green’s functions.

Proposition 4.1.3. For 𝑧 R Δ𝑐,1 Y Δ𝑐,2 and 𝑋 ‰ 𝑂, it holds that

𝐺
p𝑙q
𝑐 p𝑋,𝑂; 𝑧q “ 𝑀

p𝑙q
𝑐 p𝑧p0qq ¨

ź

𝑌Ppath˚p𝑋,𝑂q

´

´𝐴
1{2
𝑐,ℓ𝑌

¯

𝑀
pℓ𝑌 q
𝑐 p𝑧p0qq , (4.1.14)

where path˚p𝑋,𝑂q is the path that connects 𝑂 to 𝑋 , it includes 𝑋 , but excludes 𝑂. Moreover,
›

›

›
𝐺

p𝑙q
𝑐 p¨, 𝑂; 𝑧q

›

›

›

2

ℓ2pVq
“

|𝑀
p𝑙q
𝑐 p𝑧p0qq|2

1 ´ p𝐴𝑐,1|𝑀
p1q
𝑐 p𝑧p0qq|2 ` 𝐴𝑐,2|𝑀

p2q
𝑐 p𝑧p0qq|2q

(4.1.15)

for all 𝑧 R Δ𝑐,1 Y Δ𝑐,2, where we consider t𝐺
p𝑙q
𝑐 p𝑌,𝑂; 𝑧qu as a function of 𝑌 on V.

Proof. Let 𝑔p𝑧q be a function on V given by the right-hand side of (4.1.14) with 𝑔𝑂p𝑧q
def
“ 𝑀

p𝑙q
𝑐 p𝑧p0qq. By induction

in 𝑛 P N, one gets that
ÿ

|𝑌 |“𝑛

|𝑔𝑌 p𝑧q|2 “ |𝑀
p𝑙q
𝑐 p𝑧p0qq|2

´

𝐴𝑐,1|𝑀
p1q
𝑐 p𝑧p0qq|2 ` 𝐴𝑐,2|𝑀

p2q
𝑐 p𝑧p0qq|2

¯𝑛

,

where |𝑌 | stands for the distance from 𝑌 to the root 𝑂. Therefore, it follows from (4.1.10) that }𝑔p𝑧q}2
ℓ2pVq

is finite
and is equal to the right-hand side of (4.1.15) for all 𝑧 R Δ𝑐,1 Y Δ𝑐,2. Thus, to prove the lemma we only need to
show that pL

p𝑙q
𝑐 ´ 𝑧q𝑔p𝑧q “ 𝛿p𝑂q. The latter is a straightforward application of (4.1.3) and (4.1.4). Indeed, let

𝑌 ‰ 𝑂 be of type 𝑖 and 𝑌1 and 𝑌2 be the children of 𝑌 of types 1 and 2, respectively. Then
`

pL
p𝑙q
𝑐 ´ 𝑧q𝑔p𝑧q

˘

𝑌
“ p𝐵𝑐,𝑖 ´ 𝑧q𝑔𝑌 p𝑧q `

a

𝐴𝑐,𝑖𝑔𝑌p𝑝q
p𝑧q `

a

𝐴𝑐,1𝑔𝑌1p𝑧q `
a

𝐴𝑐,2𝑔𝑌2p𝑧q

“ 𝑔𝑌 p𝑧q

´

𝐵𝑐,𝑖 ´ 𝑧 ´ 𝑀
p𝑖q
𝑐

`

𝑧p0q
˘´1

´ 𝐴𝑐,1𝑀
p1q
𝑐

`

𝑧p0q
˘

´ 𝐴𝑐,2𝑀
p2q
𝑐

`

𝑧p0q
˘

¯

“ 0,

where the last equality follows from (4.1.11). Similarly, it holds that
`

pL
p𝑙q
𝑐 ´ 𝑧q𝑔p𝑧q

˘

𝑂
“ p𝐵𝑐,𝑙 ´ 𝑧q𝑔𝑂p𝑧q `

a

𝐴𝑐,1𝑔𝑂1p𝑧q `
a

𝐴𝑐,2𝑔𝑂2p𝑧q

“ 𝑀
p𝑙q
𝑐 p𝑧p0qq

´

𝐵𝑐,𝑙 ´ 𝑧 ´ 𝐴𝑐,1𝑀
p1q
𝑐

`

𝑧p0q
˘

´ 𝐴𝑐,2𝑀
p2q
𝑐

`

𝑧p0q
˘

¯

“ 1,

where 𝑂1 and 𝑂2 are the children of 𝑂 of types 1 and 2, respectively. �

Remark. Direct algebraic proof of (4.1.14), rather than a posteriori computation given above, can be found
in [9, Remark 4.15].

4.2. Spectral analysis

To carry our spectral analysis of the operators Lp𝑙q
𝑐 we follow the blueprint of Sections 3.3–3.5.

4.2.1. Trivial cyclic subspaces of Lp𝑙q
𝑐 generated by 𝛿p𝑂q. From (4.1.1) and the symmetries of the surface 𝕽𝑐 ,

one can deduce that 𝜒𝑐p𝑧p0qq has positive imaginary part when 𝑧 P C`, i.e., that 𝜒𝑐p𝑧p0qq P HN. This is consistent
with 𝐺𝑐p𝑂,𝑂; ¨q P HN due to (4.1.7) and (4.1.8). It is indeed a negative of a Markov function of the spectral
measure of Lp𝑙q

𝑐 with respect to 𝛿p𝑂q. Let us denote this spectral measure by 𝜌
p𝑐,𝑙q

𝑂
. Since functions 𝑀

p𝑙q
𝑐 p𝒛q map

the surface 𝕽𝑐 conformally onto the Riemann sphere, it follows from Proposition 3.1.4(1-3) and (4.1.7) that

𝑑𝜌
p𝑐,𝑙q

𝑂
p𝑥q “ Im

`

𝑀
p𝑙q
𝑐

`

𝑥
p0q

`

˘˘

𝑑𝑥, 𝑥 P Δ𝑐,1 Y Δ𝑐,2,

where 𝑥p0q

`

def
“ lim𝑦Ñ0` 𝑧p0q, 𝑧 “ 𝑥 ` i𝑦. Define the reference measure 𝜔p𝑐q as

𝑑𝜔p𝑐qp𝑥q
def
“

b

|p𝑥 ´ 𝛼𝑐,1qp𝑥 ´ 𝛽𝑐,1qp𝑥 ´ 𝛼𝑐,2qp𝑥 ´ 𝛽𝑐,2q|𝑑𝑥, 𝑥 P Δ𝑐,1 Y Δ𝑐,2,

where we write Δ𝑐,𝑖 “ r𝛼𝑐,𝑖 , 𝛽𝑐,𝑖s (in fact, it always holds that 𝛼𝑐,1 “ 𝛼1 and 𝛽𝑐,2 “ 𝛽2). The analysis of the
conformal map 𝜒p𝒛q at the endpoints of Δ𝑐,𝑖 reveals that the densities of both spectral measures 𝜌p𝑐,𝑙q

𝑂
satisfy

𝐶1p𝜔p𝑐qq1p𝑥q ă p𝜌
p𝑐,𝑙q

𝑂
q1p𝑥q ă 𝐶2p𝜔p𝑐qq1p𝑥q
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for 𝑥 P Δ𝑐,𝑖 and some positive constants 𝐶1, 𝐶2 that might depend on 𝑐 but do not depend on 𝑥. In particular, if we
define ap𝑐,𝑙qp𝑥q

def
“ p𝜌

p𝑐,𝑙q

𝑂
q1p𝑥q{p𝜔p𝑐qq1p𝑥q, then

ap𝑐,𝑙q P 𝐿8pΔ𝑐,1 Y Δ𝑐,2q, pap𝑐,𝑙qq´1 P 𝐿8pΔ𝑐,1 Y Δ𝑐,2q (4.2.1)
for each 𝑙 P t1, 2u. Similarly to (3.3.7), we can then define

Ψ
p𝑐,𝑙q

𝑋
p𝑥q

def
“

𝑑 Im𝐺
p𝑙q
𝑐 p𝑋,𝑂q`p𝑥q

𝑑𝜌
p𝑐,𝑙q

𝑂
p𝑥q

“ Im
`

𝑀
p𝑙q
𝑐

`

𝑥
p0q

`

˘˘´1 Im

¨

˝𝑀
p𝑙q
𝑐

`

𝑥
p0q

`

˘

ź

𝑌Ppath˚p𝑋,𝑂q

´

´𝐴
1{2
𝑐,ℓ𝑌

¯

𝑀
pℓ𝑌 q
𝑐

`

𝑥
p0q

`

˘

˛

‚ (4.2.2)

for 𝑋 P V and 𝑥 P Δ𝑐,1 YΔ𝑐,2, where the second equality follows from (4.1.14). Notice that the same computation
as in the second part of the proof of Proposition 4.1.3 shows that Ψp𝑐,𝑙qp𝑥q is a formal generalized eigenvector for
L

p𝑙q
𝑐 corresponding to 𝑥 P Δ𝑐,1 Y Δ𝑐,2 that satisfies Ψp𝑐,𝑙q

𝑂
p𝑥q “ 1.

Denote by ℭ
p𝑂q

p𝑐,𝑙q
the cyclic subspace generated by 𝛿p𝑂q and L

p𝑙q
𝑐 . Recall that the operator 𝛼pL

p𝑙q
𝑐 q can be defined

for every continuous function 𝛼 using the Spectral Theorem for self-adjoint operators. The proof of the next
proposition repeats the proof of Proposition 3.4.1.

Proposition 4.2.1. The map

𝛼p𝑥q ÞÑ p𝛼p𝑐,𝑙q “

!

p𝛼
p𝑐,𝑙q

𝑌

)

𝑌PV
, p𝛼

p𝑐,𝑙q

𝑌

def
“

ż

𝛼p𝑥qΨ
p𝑐,𝑙q

𝑌
p𝑥q𝑑𝜌

p𝑐,𝑙q

𝑂
p𝑥q,

is a unitary map from 𝐿2p𝜌
p𝑐,𝑙q

𝑂
q onto ℭ

p𝑂q

p𝑐,𝑙q
. In particular, it holds that

}𝛼}2
𝐿2p𝜌

p𝑐,𝑙q

𝑂
q

“
›

›

p𝛼p𝑐,𝑙q
›

›

2
ℓ2pVq

and ℭ
p𝑂q

p𝑐,𝑙q
“

!

p𝛼p𝑐,𝑙q : 𝛼 P 𝐿2p𝜌
p𝑐,𝑙q

𝑂
q

)

.

Thus, the formula

𝛼pL
p𝑙q
𝑐 q𝛿p𝑂q def

“ p𝛼p𝑐,𝑙q “

ż

𝛼p𝑥qΨp𝑐,𝑙qp𝑥q𝑑𝜌
p𝑐,𝑙q

𝑂
p𝑥q

extends the definition of 𝛼pL
p𝑙q
𝑐 q𝛿p𝑂q to all 𝛼 P 𝐿2p𝜌

p𝑐,𝑙q

𝑂
q. We also have that

𝑥𝛼p𝑥q ÞÑ L
p𝑙q
𝑐 p𝛼, 𝛼 P 𝐿2p𝜌

p𝑐,𝑙q

𝑂
q.

4.2.2. Nontrivial cyclic subspaces of Lp𝑙q
𝑐 . Let 𝑋 P V and 𝑋1, 𝑋2 be children of 𝑋 of types 1 and 2, respectively.

Observe that the restriction of Lp𝑙q
𝑐 to Tr𝑋𝑖s is equal to L

p𝑖q
𝑐 , where, as before, Tr𝑋𝑖s is the subtree of T with root at

𝑋𝑖 . Here, we can use the self-similar structure to naturally identify Tr𝑋𝑖s with T when talking about the operator
L

p𝑖q
𝑐 on Tr𝑋𝑖s. Let us further denote by Ψp𝑐qp𝑋𝑖; 𝑥q the function Ψp𝑐,𝑖qp𝑥q, defined in (4.2.2), carried to Vr𝑋𝑖s from

V by using this natural identification. Similarly to (3.4.10) define
pΨ

p𝑐q

𝑌
p𝑋; 𝑥q

def
“ p´1q𝑖𝐴

´1{2
𝑐,𝑖

Ψ
p𝑐q

𝑌
p𝑋𝑖; 𝑥q, 𝑌 P Vr𝑋𝑖s, and pΨ𝑌 p𝑋; 𝑥q

def
“ 0, otherwise.

Observe that pΨp𝑐qp𝑋; 𝑥q does not depend on 𝑙 and it follows from (4.1.3) and (4.1.4) that
´

`

L
p𝑙q
𝑐 ´ 𝑥

˘

pΨp𝑐qp𝑋; 𝑥q

¯

𝑋
“ 𝐴

1{2
𝑐,1

pΨ
p𝑐q

𝑋1
p𝑋; 𝑥q ` 𝐴

1{2
𝑐,2

pΨ
p𝑐q

𝑋2
p𝑋; 𝑥q “ 0.

Similarly to (3.4.11), define

pℭ
p𝑋q
𝑐

def
“

"
ż

𝛼p𝑥qpΨp𝑐qp𝑋; 𝑥q𝑑𝜔p𝑐qp𝑥q : 𝛼 P 𝐿2
𝜔p𝑐q pΔ𝑐,1 Y Δ𝑐,2q

*

.

The following proposition is analogous to Proposition 3.4.2 and can be proven similarly using (4.2.1) and Propo-
sition 4.2.1.

Proposition 4.2.2. Fix 𝑋 P V and let 𝑋1, 𝑋2 be children of 𝑋 of types 1 and 2, respectively. The function pΨp𝑐qp𝑋; 𝑥q

is a generalized eigenvector of Lp𝑙q
𝑐 , that is, it holds that

L
p𝑙q
𝑐
pΨp𝑐qp𝑋; 𝑥q “ 𝑥pΨp𝑐qp𝑋; 𝑥q.

Moreover, let the function 𝑔
p𝑋q

𝑐,𝑖
P pℭ

p𝑋q
𝑐 , 𝑖 P t1, 2u, be given by

𝑔
p𝑋q

𝑐,𝑖

def
“

ż

𝜛p𝑐qp𝑋𝑖; 𝑥qpΨp𝑐qp𝑋; 𝑥q𝑑𝜔p𝑐qp𝑥q, 𝜛p𝑐qp𝑋𝑖; 𝑥q
def
“ p´1q𝑖𝐴

1{2
𝑐,𝑖

ap𝑐,𝑖qp𝑥q.
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Then, it holds that 𝜒𝑖𝑔
p𝑋q

𝑐,𝑖
“ 𝜒𝑖𝛿

p𝑋𝑖q, where 𝜒𝑖 is the restriction operator that sends 𝑓 P pℭ
p𝑋q
𝑐 to its restriction to

Vr𝑋𝑖s, and

pℭ
p𝑋q
𝑐 “ span

!

`

L
p𝑙q
𝑐

˘𝑛
𝑔

p𝑋q

𝑐,𝑖
: 𝑛 P Z`

)

.

That is, each 𝑔
p𝑋q

𝑐,𝑖
is a generator of the cyclic subspace pℭ

p𝑋q
𝑐 . In particular, the formula

𝛼
`

L
p𝑙q
𝑐

˘

𝑔
p𝑋q

𝑐,𝑖

def
“

ż

𝛼p𝑥q𝜛p𝑐qp𝑋𝑖; 𝑥qpΨp𝑐qp𝑋; 𝑥q𝑑𝜔p𝑐qp𝑥q

extends the definition of 𝛼
`

L
p𝑙q
𝑐

˘

𝑔
p𝑋q

𝑐,𝑖
to all 𝛼 P 𝐿2

𝜔p𝑐q
pΔ𝑐,1 Y Δ𝑐,2q. Furthermore, it holds that

𝑑𝜌
𝑔

p𝑋q

𝑐,𝑖

p𝑥q “

2
ÿ

𝑘“1

𝐴𝑐,𝑖

𝐴𝑐,𝑘

ap𝑐,𝑖qp𝑥q2

ap𝑐,𝑘qp𝑥q
𝑑𝜔p𝑐qp𝑥q,

where 𝜌
𝑔

p𝑋q

𝑐,𝑖

is the spectral measure of 𝑔p𝑋q

𝑐,𝑖
.

4.2.3. Orthogonal decomposition. The proof of the following theorem repeats the one of Theorem 3.4.3.

Theorem 4.2.3. The Hilbert space ℓ2pVq decomposes into an orthogonal sum of cyclic subspaces of Lp𝑙q
𝑐 as

follows:
ℓ2pVq “ ℭ

p𝑂q

p𝑐,𝑙q
‘ L, L “ ‘𝑍PV

pℭ
p𝑍q
𝑐 , 𝑙 P t1, 2u . (4.2.3)

Remark. This theorem implies immediately that 𝜎pL
p𝑙q
𝑐 q “ Δ𝑐,1 Y Δ𝑐,2, that the spectrum is purely absolutely

continuous, and that it has infinite multiplicity.
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