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Introduction

Problem we are interested in
I Let

Z1, . . . ,Zn ∼ i.i.d. Z

I We are intersted in estimating the expectation

θ = E(ψ(Z)) =

∫
ψdP

for some known square-integrable function ψ from Z into Rd

with side information expressed by

E[uk(Z)] = 0, k = 1, ...,m

where u1, ...um are measurable functions from Z to R such that
Var(uk(Z)) <∞.
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Introduction

Examples

I Example 1.1
Estimation of Distribution function: Let

ψx,y(X,Y) = 1[X ≤ x,Y ≤ y]

for known x, y, with side infromation e.g. known marginal
distribution of X. Then θ = E(ψ(X,Y) = F(x, y) is the
distribution function.
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Introduction

Example 1.3

I Estimation of depth function:
I Let ψx(X) = x−X

‖x−X‖ , then

D(x,F) = 1− ‖Eψ(x− X)‖

is called the depth function, and D(x,F) is the depth value of x
w.r.t distribution F.

I With side infromation, for instance, X is spherical symmetric
about some center µ, we can estimate the spatial outlyingness
function O(x,F) = E(ψ(x− X)), then get the plug-in estimator
of D(x,F).
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Introduction

Method

I The approach we are using is Empirical Likelihood introduced
by Owen(1988, 1990, 2001).

I Incoporrating side information:
The usual empirical estimation

θ =
1
n

n∑
j=1

ψ(Zi),

does not use the side information.
I Improved estimation is in the sense of least dispersed regular

estimates.
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Review of Empirical Likelihood Approach

Nonparametric (Empirical) Likelihood Approach
I Let X1, ...,Xn ∼ iid distribution function (DF) F0. Let F be an

arbitrary DF.

I Nonparametric likelihood of F:
Ln(F) =

∏n
i=1 {F(Xi)− F(Xi−)} .

I Nonparametric Likelihood Ratio Function:

Rn(µ) =
max {Ln(F) : EF(X) = µ}

max {Ln(F) : F}

I Note Ln(F) = 0 if F is continuous. Choose F to be supported on
{X1, . . . ,Xn} and place point mass πi at Xi. Then

π ∈Pn, EF(X) = π1X1 + ...+ πnXn.

where Pn = {π = (π1, . . . , πn) : πi ≥ 0, π1 + ...+ πn = 1}.

Wang An Empirical Likelihood Approach of The Estimation of Linear Functionals with Side Information



An Empirical Likelihood Approach of The Estimation of Linear Functionals with Side Information

Review of Empirical Likelihood Approach

Nonparametric (Empirical) Likelihood Approach
I Let X1, ...,Xn ∼ iid distribution function (DF) F0. Let F be an

arbitrary DF.
I Nonparametric likelihood of F:

Ln(F) =
∏n

i=1 {F(Xi)− F(Xi−)} .

I Nonparametric Likelihood Ratio Function:

Rn(µ) =
max {Ln(F) : EF(X) = µ}

max {Ln(F) : F}

I Note Ln(F) = 0 if F is continuous. Choose F to be supported on
{X1, . . . ,Xn} and place point mass πi at Xi. Then

π ∈Pn, EF(X) = π1X1 + ...+ πnXn.

where Pn = {π = (π1, . . . , πn) : πi ≥ 0, π1 + ...+ πn = 1}.

Wang An Empirical Likelihood Approach of The Estimation of Linear Functionals with Side Information



An Empirical Likelihood Approach of The Estimation of Linear Functionals with Side Information

Review of Empirical Likelihood Approach

Nonparametric (Empirical) Likelihood Approach
I Let X1, ...,Xn ∼ iid distribution function (DF) F0. Let F be an

arbitrary DF.
I Nonparametric likelihood of F:

Ln(F) =
∏n

i=1 {F(Xi)− F(Xi−)} .
I Nonparametric Likelihood Ratio Function:

Rn(µ) =
max {Ln(F) : EF(X) = µ}

max {Ln(F) : F}

I Note Ln(F) = 0 if F is continuous. Choose F to be supported on
{X1, . . . ,Xn} and place point mass πi at Xi. Then

π ∈Pn, EF(X) = π1X1 + ...+ πnXn.

where Pn = {π = (π1, . . . , πn) : πi ≥ 0, π1 + ...+ πn = 1}.

Wang An Empirical Likelihood Approach of The Estimation of Linear Functionals with Side Information



An Empirical Likelihood Approach of The Estimation of Linear Functionals with Side Information

Review of Empirical Likelihood Approach

Nonparametric (Empirical) Likelihood Approach
I Let X1, ...,Xn ∼ iid distribution function (DF) F0. Let F be an

arbitrary DF.
I Nonparametric likelihood of F:

Ln(F) =
∏n

i=1 {F(Xi)− F(Xi−)} .
I Nonparametric Likelihood Ratio Function:

Rn(µ) =
max {Ln(F) : EF(X) = µ}

max {Ln(F) : F}

I Note Ln(F) = 0 if F is continuous. Choose F to be supported on
{X1, . . . ,Xn} and place point mass πi at Xi. Then

π ∈Pn, EF(X) = π1X1 + ...+ πnXn.

where Pn = {π = (π1, . . . , πn) : πi ≥ 0, π1 + ...+ πn = 1}.
Wang An Empirical Likelihood Approach of The Estimation of Linear Functionals with Side Information



An Empirical Likelihood Approach of The Estimation of Linear Functionals with Side Information

Review of Empirical Likelihood Approach

Nonparametric (Empirical) Likelihood Approach
I Let X1, ...,Xn ∼ iid distribution function (DF) F0. Let F be an

arbitrary DF.
I Nonparametric likelihood of F:

Ln(F) =
∏n

i=1 {F(Xi)− F(Xi−)} .
I Nonparametric Likelihood Ratio Function:

Rn(µ) =
max {Ln(F) : EF(X) = µ}

max {Ln(F) : F}

I Note Ln(F) = 0 if F is continuous. Choose F to be supported on
{X1, . . . ,Xn} and place point mass πi at Xi. Then

π ∈Pn, EF(X) = π1X1 + ...+ πnXn.

where Pn = {π = (π1, . . . , πn) : πi ≥ 0, π1 + ...+ πn = 1}.
Wang An Empirical Likelihood Approach of The Estimation of Linear Functionals with Side Information



An Empirical Likelihood Approach of The Estimation of Linear Functionals with Side Information

Review of Empirical Likelihood Approach

The Wilks Theorem of EL for Univariate Mean

I Since max {Ln(F) : F} = (1/n)n, it follows

Rn(µ) =
sup {

∏n
i=1 πi : π ∈Pn,

∑n
i=1 πiXi = µ}

(1/n)n

= sup

{
n∏

i=1

nπi : π ∈Pn,

n∑
i=1

πiXi = µ

}

I Suppose X1, ...,Xn are iid with 0 < Var(X1) <∞. Then

−2 log Rn(µ0)⇒ χ2
1
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Construction

Construction

I Available side information expressed via

E(uk(Z)) = 0, k = 1, ...,m

I Following Owen’s method,

Rn = sup
{ n∏

j=1

nπj : π ∈Pn,
n∑

j=1

πjuk(Zj) = 0, k = 1, 2, ...,m
}
,

where

Pn = {π = (π1, . . . , πn)> ∈ [0, 1]n :

n∑
i=1

πi = 1}.
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Construction

Construction

I Using Lagrange multipliers one derives that

π̃j =
1
n

1
1 + ζ̃>u(Zj)

, j = 1, . . . , n,

I where u = (u1, . . . , um)> and ζ̃ solves the equation

n∑
j=1

u(Zj)

1 + ζ>u(Zj)
= 0.

under certain conditions, and the solution is unique.
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Construction

I A natural estimate θ̃ of θ is given by

θ̃ =

n∑
j=1

π̃jψ(Zj).

I This estimator of θ improves the efficiency of the empirical
estimator ψ̄ = 1

n

∑n
j=1 ψ(Zj) as is shown later. As a matter of

fact, it is the maximum empirical likelihood estimator (MELE)
of θ.
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Efficiency

Efficiency

I Finitely many known u1, ..., um

Example 4.1: Estimate distribution function when mean is zero
I Let X1, ...,Xn ∼ i.i.d. X with side information E(X) = 0
I Let ψx(X) = 1[X ≤ x], we’re interested in estimating

θ(x) = E(ψ(X)) = F(x)

where x is a known number.
I By our approach,

Rn = sup
{ n∏

j=1

nπj : π ∈Pn,
n∑

j=1

πj(Xj) = 0
}

I A nature estimator is given by

F̃(x) = θ̃(x) =
1
n

n∑
j=1

1[Xj ≤ x]

1 + ζ̃Xj
.
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Efficiency

THEOREM 1.1

I Suppose u1, . . . , um are known functions s.t. E[uk(Z)] = 0 and
sencond moment finite. If W = E(u(Z)u(Z)>) is positive
definite, then θ̃ satisfies the stochastic expansion,

θ̃ = ψ̄ − φ̄0 + op(n−1/2),

where φ0 = Π(ψ|[u]) = E(ψ ⊗ u>)W−1u.

Thus, √
n(θ̃ − θ) =⇒ N (0,V1)

where V1 = Var(ψ(Z))− Var(φ0(Z)).
I By the above theorem, the estimator θ̃ has smaller variance than

the variance of the empirical estimator ψ̄.
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Example 4.1 continued:

I In this case, u(X) = X, W = E(X2
1) = Var(Xj) = σ2 > 0

I Recall that

F̃(x) = θ̃(x) =
1
n

n∑
j=1

1[Xj ≤ x]

1 + ζ̃Xj
= Fn(x)− φ̄0 + op(n−1/2),

where

φ0(X) = E(ψ ⊗ u>)W−1u =
E[1[X ≤ x]X]X

σ2 .

Then
V1 = F(x)(1− F(x))− E[1[X ≤ x]X]2
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THEOREM 1.2

I Suppose u1, . . . , um are known functions s.t. E[uk(Z)] = 0 and
sencond moment finite. Let û1, . . . , ûm be their estimators
respectively such that

max
1≤j≤n

|ûn(Zj)| = op(n1/2),

|Ŵn −W|o = op(1),

where Ŵn = 1
n

∑n
j=1 ûn(Zj)ûn(Zj)

>, and

1
n

n∑
j=1

(ψ(Zj)⊗ û(Zj)
> − E(ψ(Zj)⊗ û(Zj)

>)) = op(1),
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respectively such that

max
1≤j≤n
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>)) = op(1),

Wang An Empirical Likelihood Approach of The Estimation of Linear Functionals with Side Information



An Empirical Likelihood Approach of The Estimation of Linear Functionals with Side Information

Efficiency

THEOREM 1.2

I Suppose u1, . . . , um are known functions s.t. E[uk(Z)] = 0 and
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THEOREM 1.2 continued

Also,for some measurable function vn from Z into Rm such that∫
vn(Z)dP = 0 and |vn| is Lindeberg, it satisfies

1
n

n∑
j=1

E
(
|ûn(Zj)− vn(Zj)|2

)
= op(1),

1
n

n∑
j=1

ûn(Zj) =
1
n

n∑
j=1

vn(Zj) + op(n−1/2),
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Efficiency

THEOREM 1.2 continued

I Then θ̂ satisfies the stochastic expansion,

θ̂ = ψ̄ − φ̄+ op(n−1/2),

where φ = E(ψ ⊗ u>)W−1u.

Thus √
n(θ̂ − θ) =⇒ N (0,V2),

where V2 = Var(ψ(Z))− Var(φ(Z))

Wang An Empirical Likelihood Approach of The Estimation of Linear Functionals with Side Information



An Empirical Likelihood Approach of The Estimation of Linear Functionals with Side Information

Efficiency

THEOREM 1.2 continued
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I Infinitely many constraints

Example 4.3 Estimate distribution function when the marginal
distribution is known

I Suppose X,Y have joint distribution H. Suppose the marginal
distribution function of X is known and equal to F0.

I Suppose F0 is continous, then the above information is
equivalent to∫

a(x)dH(x, y) =

∫
a(x)dF0(x) = 0, ∀a ∈ L2,0(F0)

I This can be reduced to countably many constriants∫
ak(x)dH(x, y) =

∫
ak(x)dF0(x) = 0, k = 1, 2, ...

where ak(x) is an othonormal basis of L2,0(F0).
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I Rewrite conditions to be E(ak(X)) = 0

I Trigonometric basis φ1, φ2, ... defined by

φk(t) =
√

2 cos(kπt), t ∈ [0, 1], k = 1, 2, ....

I Then uk(Xj) = φk(F0(Xj)), k = 1, 2, ...,m,
I Estimate θ = F(x, y) = E(ψ(x, y)), where

ψ(x, y) = 1[X ≤ x,Y ≤ y],

I then a nature estimator would be

θ̃ =
1
n

n∑
j=1

1[X ≤ x,Y ≤ y]

1 + ζ̃>Φ(F0(Xj))
,

where Φ(t) = (φ1(t), ..., φm(t))>
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THEOREM 1.3

I Suppose that u1, u2, . . . are known functions s.t. E[uk(Z)] = 0
and sencond moment finite. If

max
1≤j≤n

|un(Zj)| = op(m−1
n n1/2),

the mnxmn disperson matrix Wn is regular and satisfies

|Sn −Wn|o = op(m−1
n )

and

|1
n

n∑
j=1

(
ψ(Zj)⊗ u(Zj)

> − E
(
ψ(Zj)⊗ u(Zj)

>)) |o = op(m−1/2
n ).
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THEOREM 1.3(continued)

I Then θ̃n satisfies, as mn tends to infinity, the stochastic expansion,

θ̃n = ψ̄ − ϕ̄0 + op(n−1/2),

where ϕ0 = Π(ψ|[u∞]) is the projection of ψ onto the closed
linear span [u∞].

Thus √
n(θ̃n − θ) =⇒ N (0,V3).

where V3 = Var(ψ(Z))− Var(ϕ0(Z)).
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Example 4.3 continued

I Apply theorem 1.3, check conditions :
For uk(Zj) = φk(F0(Xj)) =

√
2 cos(kπF0(Xj)),

I (1) uk has mean zero and finte variances
I (2) max1≤j≤n |un(Zj)| = op(m−1

n n1/2)⇐= m3
n = op(n)

I (3) Wn is regular and satisfies |Sn −Wn|o = op(m−1
n )

⇐= Wn = I,m4
n = op(n)

I (4)
1
n

∑n
j=1

(
ψ(Zj)⊗ u(Zj)

> − E
(
ψ(Zj)⊗ u(Zj)

>)) = op(m−1/2
n )

⇐= m2
n = op(n)
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2 cos(kπF0(Xj)),

I (1) uk has mean zero and finte variances
I (2) max1≤j≤n |un(Zj)| = op(m−1

n n1/2)⇐= m3
n = op(n)

I (3) Wn is regular and satisfies |Sn −Wn|o = op(m−1
n )

⇐= Wn = I,m4
n = op(n)

I (4)
1
n

∑n
j=1

(
ψ(Zj)⊗ u(Zj)

> − E
(
ψ(Zj)⊗ u(Zj)

>)) = op(m−1/2
n )

⇐= m2
n = op(n)
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Example 4.3 continued

I After satisfying all the conditions, we can apply theorem 1.3 that
the estimator

θ̃n = ψ̄ − ϕ̄0 + op(n−1/2),

and when m4
n = op(n),

√
n(θ̃n − θ) =⇒ N (0,V3)
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Efficiency

Example 4.3 continued
I Calculation of ϕ0 = Π(ψ|[u∞]):

ϕ0 = Π(ψ|L2,0(F0))

⇔ (ψ − ϕ0) ⊥ L2,0(F0)

⇔ E((ψ − ϕ0)a) = 0,∀a ∈ L2,0(F0)

⇔ E((ψ(X,Y)− ϕ0(X))a(X)) = 0,∀a ∈ L2,0(F0)

Change it to the conditional expectation given X = x, we can
solve

ϕ0(x) = E(ψ(X,Y)|X = x)
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Example 4.3 continued
I Theorem:

Let (X1,Y1), ..., (Xn,Yn) be i.i.d. from H. Suppose X1 has known
distribution F0, which is continous. Then θ̃ is an efficient
estimator of θ such that

θ̃ =
1
n

n∑
j=1

ψ(Xj,Yj)−
1
n

n∑
j=1

ϕ0(Xj) + op(n−1/2)

where ϕ0 is the projector of ψ onto L2,0(F0), with formular

ϕ0(x) = E(ψ(X,Y)|X = x),

Thus √
n(θ̃n − θ) =⇒ N (0, σ2).

where σ2 = Var(ψ)− Var(ϕ0).
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THEOREM 1.4
I Suppose that u1, u2, . . . are known functions s.t. E[uk(Z)] = 0

and sencond moment finite. Let û1, û2, . . . be their estimators
respectively such that

max
1≤j≤n

|ûn(Zj)| = op(m−1
n n1/2),

|Ŵn −Wn|o = op(m−1
n ),

1
n

n∑
j=1

(
ψ(Zj)⊗ ûn(Zj)

> − E
(
ψ(Zj)⊗ ûn(Zj)

>)) = op(m−1/2
n ),

1
n

n∑
j=1

E
(
|ûn(Zj)− vn(Zj)|2

)
= op(1),
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>)) = op(m−1/2
n ),

1
n

n∑
j=1

E
(
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THEOREM 1.4 continued
I for some measurable function vn from L into Rmn such that∫

vn(Z) dP = 0 and |vn| is Lindeberg.

1
n

n∑
j=1

ûn(Zj) =
1
n

n∑
j=1

vn(Zj) + op(n−1/2),

I Then θ̂ satisfies, as mn tends to infinity, the stochastic expansion,

θ̂ = ψ̄ − ϕ̄+ op(n−1/2),

where ϕ = Π(ψ|[v∞]) is the projection of ψ onto the closed
linear span [v∞].
Thus √

n(θ̂n − θ) =⇒ N (0,V4).

where
V4 = Var(ψ(Z))− Var(ϕ(Z)).
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Conclusion and Further Topics

I Based on previous discussion, when we obtain the side
information, we can give a more efficiency estimator to the linear
functional we are interested in.

I The same method can apply to many topics, Especially interests
in Missing Data.
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Conclusion

Thank you!
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