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In Segment 2, we proved the following result:

Theorem: If A is an n× n matrix and C is a vector in Rn or Cn,

then the function Y (t) = etAC is the unique solution

of the initial value problem: Y ′ = AY and Y (0) = C



In Segment 2, we proved the following result:

Theorem: If A is an n× n matrix and C is a vector in Rn or Cn,

then the function Y (t) = etAC is the unique solution

of the initial value problem: Y ′ = AY and Y (0) = C

In the last Segment, we described a way to calculate the function Y (t) in the

case A is diagonalizable.



In Segment 2, we proved the following result:

Theorem: If A is an n× n matrix and C is a vector in Rn or Cn,

then the function Y (t) = etAC is the unique solution

of the initial value problem: Y ′ = AY and Y (0) = C

From Segment 3:

Theorem:

If A is an n× n matrix and v1, v2, · · ·, vn is a basis for Cn consisting of

eigenvectors for A associated with the eigenvalues λ1, λ2, · · ·, λn,

then the unique solution of the initial value problem: Y ′ = AY , Y (0) = C

is Y (t) = α1e
λ1tv1 + α2e

λ2tv2 + · · · + αne
λntvn,

where C = α1v1 + α2v2 + · · · + αnvn



Example:

Solve the initial value problem:

 y′1 = 12y1 + 10y2

y′2 = −15y1 − 13y2

and

 y1(0) = 3

y2(0) = 1
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Letting Y =

 y1

y2

 A =

 12 10

−15 −13

 and C =

 3

1


we can rewrite the initial value problem above as Y ′ = AY and Y (0) = C

which has the form as stated in the Theorem describing the solution.



Example (cont’d):

According to Theorem, to solve initial value problem Y ′ = AY , Y (0) = C

where Y =

 y1

y2

 A =

 12 10

−15 −13

 and C =

 3

1


we need to decide if A is diagonalizable, and if it is, write C as a linear

combination of an appropriate eigenvector basis for C2, then write the solution.

We will use Matlab to do the relevant computations.



Example (cont’d):

From the Matlab computations, the solution of Y ′ = AY , Y (0) = C is

Y (t) = a1e
λ1tv1 + a2e

λ2tv2 where a1 = 15.5563, a2 = 14.4222,

v1 =

 0.7071

−0.7071

, v2 =

 −0.5547

0.8321

, λ1 = 2 and λ2 = −3

so Y (t) = e2t

 11

−11

 + e−3t

 −8

12

,

which means y1(t) = 11e2t − 8e−3t and y2(t) = −11e2t + 12e−3t



Example:

Our goal was to solve the IVP:

 y′1 = 12y1 + 10y2

y′2 = −15y1 − 13y2

and

 y1(0) = 3

y2(0) = 1

and our solution was y1(t) = 11e2t − 8e−3t and y2(t) = −11e2t + 12e−3t

Check!! We should check this answer:
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and y′1(t) = 22e2t + 24e−3t, so y′1 = 12y1 + 10y2, as we wished.

Also, −15y1− 13y2 = −165e2t + 120e−3t + 143e2t− 156e−3t = −22e2t− 36e−3t

and y′2(t) = −22e2t − 36e−3t, so y′2 = −15y1 − 13y2, as we wished.



Another Example:

Solve the IVP:


y′1 = 4y2 + 2y3

y′2 = 4y1 + 2y3

y′3 = 2y1 + 2y2 − 3y3

and


y1(0) = 1

y2(0) = −3

y3(0) = 2

We can rewrite this as Y ′ = BY and Y (0) = Q by choosing

Y =


y1

y2

y3

 B =


0 4 2

4 0 2

2 2 −3

 and Q =


1

−3

2


We notice that B is Hermitian, so it is diagonalizable

and the Theorem we want to use holds for this problem.

Again, we will use Matlab to do the calculations.



Example (cont’d):

From the Matlab computations, the solution of Y ′ = BY , Y (0) = Q is

Y (t) = b1e
λ1tu1 + b2e

λ2tu2 + b3e
λ3tu3

where b1 = 2.1125, b2 = −3.0154, b3 = 0.6667,

u1 =


−0.2939

−0.1758

0.9395

, u2 =


−0.6849

0.7243

−0.0788

, u3 =


−0.6667

−0.6667

−0.3333

,

and λ1 = −4, λ2 = −4, and λ3 = 5

Since λ1 = λ2 = −4, the expression for Y simplifies:

Y (t) = b1e
−4tu1 + b2e

−4tu2 + b3e
5tu3 = (b1u1 + b2u2)e

−4t + b3e
5tu3



Example (cont’d):

That is, Y (t) = (b1u1 + b2u2)e
−4t + b3e

5tu3

where b1 = 2.1125, b2 = −3.0154, b3 = 0.6667,

u1 =


−0.2939

−0.1758

0.9395

, u2 =


−0.6849

0.7243

−0.0788

, and u3 =


−0.6667

−0.6667

−0.3333


Combining the calculations, we see

y1(t) =
1

9

(
13e−4t − 4e5t

)
y2(t) =

1

9

(
−23e−4t − 4e5t

)
y3(t) =

1

9

(
20e−4t − 2e5t

)
and some tedious calculations verify that this solves the IVP.



This is the end of the Fourth Segment.

In the next segment, we do some slightly different kinds of examples that use

the same basic theorem for solution.


